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Perceived Weight of Mediated Reality Sticks
Satoshi Hashiguchi , Yuta Kataoka , Asako Kimura , Member, IEEE, and Shohei Mori , Member, IEEE

Abstract—Mediated reality, where augmented reality (AR) and
diminished reality (DR) meet, enables visual modifications to real-
world objects. A physical object with a mediated reality visual
change retains its original physical properties. However, it is per-
ceived differently from the original when interacted with. We
present such a mediated reality object, a stick with different lengths
or a stick with a missing portion in the middle, to investigate how
users perceive its weight and center of gravity. We conducted two
user studies (N = 10), each of which consisted of two substudies.
We found that the length of mediated reality sticks influences the
perceived weight. A longer stick is perceived as lighter, and vice
versa. The stick with a missing portion tends to be recognized as
one continuous stick. Thus, its weight and center of gravity (COG)
remain the same. We formulated the relationship between inertia
based on the reported COG and perceived weight in the context of
dynamic touch.

Index Terms—Mediated reality, augmented reality, diminished
reality, weight perception, dynamic touch, pseudo-haptics.

I. INTRODUCTION

THE human senses do not work individually; rather, they
interact and influence each other in a phenomenon known

as the “cross-modal effect.” This effect has attracted attention in
experience design in mixed reality (MR) [1], [2]. One example
of such an effect is the size-weight illusion (SWI) [3], in which
objects with the same mass are perceived as having different
weights depending on their sizes and shapes. MR research has
demonstrated that the visual alterations of a physical object
can induce different weights in our perception. Developing
guidelines for the design space and clarifying relationships
between modified appearances and perceived weights would en-
able better-controlled experiences with haptic feedback systems
that have reduced hardware and form factors.

The literature has demonstrated that illusory experiences can
occur within a wide range of MR paradigms [4]. virtual real-
ity (VR) has become a popular tool for demonstrating these
effects because of the availability of affordable hardware and
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Fig. 1. Mediated reality sticks with weight–COG inconsistencies. All illus-
trated sticks have the same physical weights and COGs but different mediated
realities. We investigate the characteristics of mediated reality sticks in different
lengths in Experiment 1. Mediated reality sticks with cutout parts are analyzed
in Experiment 2. Note that the cutout stick could have different COGs depending
on whether the user recognizes the object as a whole or two separate objects. To
grasp this understanding, besides measuring the perceived weight, we collected
the perceived COG as an alternative length-related measure, since the length
was apparent by the appearance.

software [5], [6]. However, the impact of visual fidelity and
personalization (e.g., personalized limbs) on perceptions within
VR environments is still a topic of debate. augmented reality
(AR) addresses some of these issues by incorporating the real
environment, either optically or through video passthrough sys-
tems [7].

However, achieving accurate visual augmentation in optical
see-through AR can be technically challenging [8], and certain
types of visual modifications are not conceptually feasible be-
cause of their overlay natures [9]. For example, it is impossible
to make real objects appear smaller solely through the use of AR
technology. diminished reality (DR) offers a means of removing
objects from the AR environment (i.e., mediated reality [9],
[10]), making visual modifications more flexible as in VR. In this
study, we demonstrate a weight illusion caused by visual changes
using both tools, where a real object or a stick is stretched in
length or partly removed, here investigating the effect of visual
changes on the perception of overall weight (Fig. 1).

Historically, MR research has explored SWI to investigate vi-
sual changes leading to different perceived weights. For quantifi-
cation, we attempt to formulate correlations between perceived
weights and a visually recognized physical property, namely,
center of gravity (COG), with the help of founded formulations
in dynamic touch.

Our contributions are summarized as follows.
� We demonstrate that virtually longer or shorter sticks (i.e.,

mediated reality sticks) can alter their perceived weights
and COG locations when actively perceived.
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� We show that longer and shorter sticks are perceived as
lighter and heavier, respectively.

� We show that perceived COG locations vary depending on
the appearance of their lengths.

� We show that sticks with a missing part in their middles
present consistent weights and COG locations, suggesting
that the sticks are recognized as a whole.

� We further discuss how inertia based on the reported COG
can explain the perceived weight.

Note that the present paper builds on our previous paper [11],
with refined analysis and deeper discussions, as well as assess-
ments of different visual stimuli (Cutout in Fig. 1).

II. RELATED WORK

We review the characteristics of human haptic perception
and the influence of visual information on it, such as colors
and objects’ dynamics, on haptic sensations in different reality
paradigms.

A. Real-World Illusions

Humans can perceive objects’ properties with physical inter-
action (e.g., grasping or manipulating hand-held objects [12],
[13]). Notably, according to our daily experiences, the accurate
estimation of characteristics such as length [14], weight [15], and
content [16] can typically be accomplished even in the absence of
visual cues. For example, the length of a stick is often perceived
by wielding it to explore a particular axis of rotation [17],
[18]. The COG location also influences the estimated length
and weight of a stick [14], [19]. Visual stimuli, nonetheless,
impact the alteration of the perceived sensation derived from
haptic stimuli. The perceived weight of an object is influenced
by factors such as its size [3], shape [20], material [21], and
brightness [22].

The SWI is a phenomenon of varying object weights de-
pending on the object’s apparent size [3]. A larger object is
perceived as lighter than a smaller object, even when both objects
possess the same mass. The SWI is utilized to induce changes
in applied forces during object manipulation [23]. Factors such
as the material and brightness of an object also contribute to the
degree of the SWI [24], [25].

The underlying mechanism of the SWI remains a subject
of discussion. One possible explanation for the illusion lies in
the discrepancy between the predicted and actual weights of
the grasped object [26]. In general, human perception can be
modeled based on sensory processes, where multiple sensory
modalities from receptors are integrated for example, by the
maximum likelihood estimation of the probability distribution of
each sensory modality [27]. However, these perceptual models
were constructed within the context of specific experimental
conditions and environments.

Previous studies have not yet elucidated the relationship be-
tween the visual alteration, neither extension nor reduction of a
stick object, and the perception of its weight or COG. We help
provide insights into human perceptual properties by examining
an object with unique visual effects (Fig. 1). We formulate
relationships between the perceived weight and inertia. We

especially discuss inertia based on the reported COG better
explains the perceived weight compared to the analytic COG.

B. Illusions in Virtual Reality

VR can present arbitrary environments with reasonably sim-
ulated real-world phenomena. This key feature of VR allows
researchers to simulate multimodal stimuli that are difficult
to replicate in reality, thus advancing psychological studies,
especially in visuo-haptics. There are successful VR examples of
altering the perceived weight of a passive object with a motorized
spindle [5], changing the heaviness of a virtual object using
tracking offsets [28], and changing the softness of a chair by
shifting the user’s viewpoint [29].

However, as mentioned in Section I, real–virtual discrepan-
cies because of the technical limitations of real-time high-fidelity
graphics [30], haptics [31], and other modalities [32], necessitate
real-to-virtual mapping, which is still imperfect. These discrep-
ancies become more evident especially in visuo-haptic scenar-
ios, because users need to touch with reasonably well-simulated
or virtual objects through their avatars’ bodies, which induces a
sense of ownership [33]. To reduce unnecessarily arguable con-
cerns, we rely on mediated reality technology, which preserves
the real-world environment, including the user’s body, as much
as possible to avoid interfering with existing ownership.

C. Illusions in Mediated Reality

Mediated reality is a concept encompassing the AR of real-
world augmentation and the DR of real-world reduction, espe-
cially of visual information [10]. With the shared motivation of
VR-driven visuo-haptic research, researchers have investigated
cross-modal effects on haptic perception in mediated reality or
AR and DR independently.

Visuo-haptic effects are observed in AR spaces with dynamic
objects, such as two virtual objects colliding [4], soft objects with
virtually dynamic appearances [34], and virtual content attached
to a real moving object [35]. Static visual effects can also change
a haptic sensation. Objects with modified brightness lead to
controlled weight, thus reducing muscle fatigue [36]. Objects
with overlaid larger virtual content can induce the SWI [37].
Similarly, such AR visual effects have been explored for ob-
ject roughness [38], object softness [39], and the estimation of
COGs [40].

DR visual effects [9] have been less explored than those in AR,
specifically in the context of visuo-haptics but discussed in the
direction of task performance improvement. Pioneering work
by Buchmann et al. demonstrated that semitransparent hands
can improve task performance in a fixed viewpoint setup [41].
Similarly, Cosco et al. removed a bulky haptic device occluding
a workspace and examined how that helps improve task perfor-
mance [42]. Cheng et al. provide a comprehensive discussion
of how different types of DR visual effects influence perceived
performance [43].

There are only a few works on the impacts of DR visual effects
on haptic sensations. Cosco et al. revealed that the misalign-
ment between a virtual object superimposed on a haptic device,
which was obscured by DR technology, and the actual position
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Fig. 2. Setup of our study. (a) Participants held a 60 cm stick and observed it
through a VST-HMD. Both the HMD and the stick were tracked using Polhemus
magnetic tracking sensors. (b) The participants uniformly waved the stick to a
metronome sound. They verbally reported the perceived weight in magnitude in
experiments 1-1 and 1-2. (c) The participants reported the COG by shifting the
red dot and pressing a keyboard button to indicate the location in experiments
1-2 and 2-2.

of the haptic device affected the perception of stiffness [42].
Hashiguchi et al. explored the weight sensation of partly re-
moved objects [11]. Matsumuro et al. used transparent arms to
reduce the pain caused by electrical stimulation [44].

We extend the research direction of Hashiguchi et al. [11] and
explore more complex visualizations using DR technology. To
the best of our knowledge, we are the first to examine the haptic
effects associated with gripped objects from which portions have
been partly removed.

III. OVERVIEW

We summarize our four user-involved experiments to clarify
the objectives and rationale behind investigating the perception
of mediated reality sticks. We also provide an overview of the
common properties shared by the experiments.

A. Study Design

Our intuition from the findings in SWI led to an assumption
that differently sized mediated reality sticks with the same mass
would influence the perceived weight of the sticks. However,
a research question remains regarding how much the length
impacts our perception of weight [45]. We lend the formulations
of dynamic touch to quantitatively relate the perceived weight
and physical properties, or inertia. To calculate the recognized
inertia, we measured perceived COG instead of the length, which
is traditionally measured in dynamic touch but visually apparent
in our case.
� Experiment 1-1. Weight under Stretched: We investigated

the weight of a virtually extended and shortened stick in

Fig. 3. Image processing. We prepared a 3D-scanned replica of our study’s
setup and a 3D model of the stick in advance and registered them in the mediated
reality space. We extracted the participant’s hand in the screen space and overlaid
it onto the rendered scene and the stick. The alpha composition of all the rendered
content resulted in a mediated reality space from a user’s perspective. Because
the background layer covered the real stick, we were able to render an arbitrarily
sized stick.

mediated reality. The physical mass was constant as the
solid maintains the same composition (Fig. 1, Shortened
and Extended). The participants (N = 10) were asked to
report the perceived weight of such a stick in magnitude
while waving it (Fig. 2(b)).

� Experiment 1-2. COG under Stretched: We analyzed the
COG locations of the same mediated reality stick from
experiment 1-1. The same participants from Experiment
1-1 (N = 10) also took part in this experiment. The partici-
pants reported their COG estimates by marking it with a red
dot shifting along the tracked device by pressing a keyboard
button to move the position of the red dot (Fig. 2(c)).

The results of experiments 1-1 and 1-2 suggest that the re-
ported weight is closely related to perceived COG locations.
To explain how COG locations can be recognized better, we
presented another type of mediated reality stick. Namely, we
visually cut out the middle part to clarify if the relationship
between the reported weight and the COG found in the previous
experiments would remain (Fig. 1, Cutout).

The COG may vary depending on whether the sticks recognize
the stick as separate parts (i.e., a handle or tip) or as a whole. We
speculated that the identified COG would reasonably explain the
perceived weight.
� Experiment 2-1. Weight under Cutout: We examined the

weight of partly missing sticks in mediated reality (N =
10). The mass of the sticks in the real world was unchanged
while a part appeared to be missing (Fig. 1, Cutout). The
participants reported their estimated weights, as in Exper-
iment 1-1.

� Experiment 2-2. COG under Cutout: We analyzed the COG
locations of the same mediated reality stick of Experiment
1-2 (N = 10). The participants were the same as those
who participated in Experiment 2-1. As in Experiment 1-2,
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Fig. 4. Visual stimuli. The real stick was 60 cm. Therefore, the conditions of l = 20 and 40 showed virtually shortened sticks while l = 80 and 100 showed
virtually extended sticks. In experiments 2-1 and 2-2, we introduced ldim = 10, 20, 30, and 40 cm, representing sticks that are partially missing their middle
portions. Note that the conditions l = 20 and ldim = 40 are the same. The conditions l = 60 and ldim = 0 are the same as the real stick. The COG of ldim = 30,
20, and 10 cm sticks depends on whether users recognize them as a whole or as independent parts.

the participants reported their estimates along a stick by
marking it.

B. Common Properties

Apparatus: We built a mediated reality system using a Canon
MREAL Platform System (MP-110) with a video see-through
(VST-) head-mounted display (HMD) (Canon, HM-A1). We
tracked the 6DOF HMD pose using a magnetic sensor running
at 120 Hz (Polhemus, 3SPACE FASTRAK). We chose this
VST-HMD because of its camera display axis-aligned optical
system for the minimum distortions that could appear in the
displays. The system operated at 30 fps. Three participants
joined a preliminary study investigating the overall system’s per-
formance and reported no noticeable delays between real-world
events and the displayed stimuli.

We used a stick made from an ABS plastic pipe (100 g,
24 mm diameter, and 60 cm long) with a small implanted
magnetic sensor (Polhemus, Teardrop Mini, RX1-D) for its 6
DOF tracking (Fig. 2(a)). To ensure a uniform tactile feel from
grabbing, the stick was wrapped with a smooth material.

Image processing: For stable performance and robust exper-
iments, we took the simplest approach to create a mediated
reality environment. We took photographs covering the labo-
ratory space and created a 3D replica using the photogrammetry
software Agisoft Photoscan (Fig. 3). We manually registered the
textured 3D mesh to the tracking system and displayed it in the
HMD. We then cropped out the hand area from the captured
scene by thresholding the color space using one of the MREAL
functions and overlaid the hand area onto the rendered replica.
We registered a 3D stick model onto the tracked stick to virtually
extend the stick. We also overlaid the replica of the rendered
scene onto the stick to partly remove it. Fig. 4 summarizes all
the visual stimuli investigated in our experiments.

IV. STRETCHED MEDIATED REALITY STICK

We investigated how stretched mediated reality sticks influ-
ence perceived weights and COG. To do this, we performed

two experiments to study the relationships between the vi-
sually modified lengths and perceived weight (Section IV-A)
and between the visually modified lengths and perceived COG
(Section IV-B). We finally summarized the interpretations from
the study results (Section IV-C).

Ten participants volunteered to join these experiments (all
males, X̄ = 22.7 (SD = 0.8) years old, right-handed). All par-
ticipants were university students majoring in computer science.

A. Experiment 1-1: Weight Under Stretched

Design: We designed a repeated measures within-subjects
study to analyze the perceived weight of the mediated
reality stick. We introduced an independent variable l ∈
{20, 40, 80, 100} representing the different lengths of the stick.
The real stick was 60 cm. Therefore, conditions of l = 20 and
40 were virtually shortened sticks, while l = 80 and 100 were
virtually extended sticks. We collected ratings of perceived
weight, wl, as a dependent variable, the participants verbally
reported for a condition of l. For example, w40 represents the
rating for l = 40.

Task: We performed a magnitude estimation study to collect
the participants’ perception of the stick’s weight. The partici-
pants were instructed to wave a virtual stick as follows: A stick of
l = 60was presented as having a reference weight ofw60 = 100
in magnitude. Then, a randomly selected shorter or longer stick
was presented. The participants evaluated the stick and verbally
reported the weight in magnitude, wl, compared with that of the
reference. For instance, a twice-heavier stick and a twice-lighter
stick were wl = 200 and 50, respectively.

Procedure: After completing a consent form and demographic
questionnaires, each participant underwent a training session to
learn how to wave the stick in a predetermined manner: The
participants were asked to maintain a standing posture through-
out the experiment. After wearing an HMD, the participants
were asked to gently grip the end of the stick at navel height
with their right hands. The stick was held parallel to the ground.
Their elbows were bent approximately 90 degrees and contacted

Authorized licensed use limited to: Ritsumeikan University. Downloaded on February 02,2026 at 00:27:48 UTC from IEEE Xplore.  Restrictions apply. 



HASHIGUCHI et al.: PERCEIVED WEIGHT OF MEDIATED REALITY STICKS 10577

Fig. 5. The results of Experiment 1-1. The vertical axis of the graph shows
the length of the virtual stick, l ∈ {20, 40, 80, 100}, and the horizontal axis
shows the magnitude estimate wl. The shorter mediated reality sticks are on
the “heavier” side (wl > 100), and the longer ones are on the “lighter” side
(wl < 100). The differences are observed between one of the shorter sticks and
one of the longer sticks.

their bodies while standing. Fig. 2(b) illustrates the instructed
motion. In addition, the participants were instructed to wave
the stick around their wrists at approximately 40 degrees, here
comprising an upper and lower arc of 20 degrees each so that
the stick always appeared within the FOV. Accordingly, the
participants swung the stick at a constant rhythm, making it
easy to maintain this posture. The participants practiced waving
in time to the metronome’s clicking at 100 bpm. The practice
session was continued until the participants could perform the
specified waving motion.

The main session started after the practice session. The refer-
ence stimulus, l = 60, was presented, and then a randomly se-
lected visual stimulus was presented for evaluation in each trial.
The participants waved the stick 10 times each to the metronome
sound. The participants verbally reported the perceived mag-
nitude of weight for the target stimulus. This evaluation was
repeated for every condition, and the set of evaluations was
repeated three times. The reference stimulus and target stimulus
were presented on every trial. With 10 participants and four
comparisons three times each, we collected 120 (= 10× 4× 3)
ratings. At the end of the session, we collected comments from
the participants. The experiment took approximately 50 minutes
per participant. The participants took sufficient breaks every four
trials to eliminate muscle fatigue.

Results: Fig. 5 summarizes the results of Experiment 1-1.
The Shapiro-Wilk test indicated that the data are consistent with
a normal distribution (p > .05). A one-way repeated-measures
analysis of variance (ANOVA) was conducted with l conditions
(l = 20, 40, 80, 100) as the within-subjects factor. Mauchly’s
test indicated a violation of sphericity (W = .01, p < .001).
Thus, the Greenhouse-Geisser correction was applied (ε =
.375). The corrected ANOVA revealed a significant main effect
of the l condition (F (1.13, 10.13) = 16.3, p = .002, η2p = .64,
95% CI: [.43, 1.00]).

The estimated marginal means (EMMs) for each
condition were as follows: l = 20 (EMM = 144.2, SE
= 6.97), l = 40 (EMM = 123.3, SE = 6.97), l = 80
(EMM = 89.3, SE = 6.97), and l = 100 (EMM =
85.5, SE = 6.97). Post-hoc pairwise comparisons with a

TABLE I
THE STATISTICAL RESULTS OF THE PAIRWISE COMPARISONS WITH HOLM

ADJUSTMENTS IN EXPERIMENT 1-1

Holm adjustment indicated that l = 20 was significantly
different from l = 80 (t = 5.569, p < .001,Cohen′s d =
1.16, 95%CI [0.33, 1.96]) and l = 100 (t = 5.958, p <
.001,Cohen′s d = 1.39, 95%CI [0.49, 2.26]). Additionally,
l = 40 was significantly different from l = 80 (t = 3.449, p =
.006,Cohen′s d = 1.30, 95%CI [0.43, 2.14]) and l = 100
(t = 3.838, p = .003,Cohen′s d = 1.77, 95%CI [0.74, 2.77]).
A marginal trend was observed between l = 20 and l = 40
(t = 2.120, p = .087,Cohen′s d = 0.84, 95%CI [0.09, 1.55]).
No other pairwise comparisons reached statistical significance
(p > .10) (Table I).

B. Experiment 1-2: COG Under Stretched

Design: We conducted a repeated measures within-subjects
study to evaluate the perceived COG of the mediated re-
ality stick. We introduced an independent variable l ∈
{20, 40, 60, 80, 100} of representing the lengths. Notably, l =
60, which was a reference in the previous study, was included
because COG can be reported without such a reference. As
a dependent variable, we collected the perceived COG po-
sitions along the stick, cogl, as reported by the participants
for l.

Task: We undertook an experiment to collect the participants’
perceived COG. We presented a randomly selected condition,
l. A red dot was superimposed on the stick at the grasped end
(l = 0) to allow the participants to report the COG’s location,
cogl (Fig. 2(c)). The participants were asked to locate the dot by
shifting it with the up and down arrow keys on a keyboard.

Procedure: After filling out a consent form and demographic
questionnaires, each participant was introduced to a training
session to learn how to wave the stick. The method of grasping
and waving the stick was the same as in Experiment 1-1. After
this introductory session, each participant evaluated a randomly
selected condition, l . The participants waved the stick to the
metronome sound at 100 bpm until they became sure of the
COG. Upon their reporting, a red dot was superimposed on
the stick. The participants indicated the perceived COG by
the dot controlled by the keyboard button. Because the stick
was held by subjects’ dominant right hands, the keyboard was
controlled with their left hands. Fig. 2(c) illustrates the setup.
This evaluation was repeated until every condition was assessed,
and one set of evaluations was repeated three times.

With 10 participants and five conditions at three times each,
we collected a total of 150 (= 10× 5× 3) ratings. At the end of
the session, we collected comments from the participants. The
experiment took approximately 60 minutes per participant. The
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Fig. 6. The results of Experiment 1-2. The vertical axis shows the length of the
virtual stick presented, l ∈ {20, 40, 60, 80, 100}, and the horizontal axis shows
the position of the COG reported by the participants, cogl. Only a marginal
difference was found in l20–l80 (p < .10).

participants took sufficient breaks every five trials to eliminate
muscle fatigue.

Results: Fig. 6 summarizes the results of Experiment 1-2.
The Shapiro-Wilk test revealed that the data were not normally
distributed (p < .05). A Friedman’s test (χ2(4) = 22.16, p <
.01) revealed that the difference between the rank sums at each
level was significant. Therefore, the length of the virtual stick
was detected as affecting the position of the COG. Pairwise
comparisons using the Wilcoxon signed rank test with continuity
correction revealed the marginal difference between 20 cm and
80 cm (adjusted with Holm p = .059, Wilcoxon V = 0, r =
−.87). This result suggests that, for an extended mediated reality
stick, the COG position was recognized as being further from
the hand than it was, and vice versa.

The median COG values demonstrated tendencies for the
COG to shift away from the hand according to the monotonic
length. The COG of shorter sticks (i.e., l ∈ {20, 40}) was
identified as closer to the hand than the physical COG.
Similarly, the COG of longer sticks (i.e., l ∈ {80, 100}) was
identified as further from the hand. However, such effects
were subtle and not statistically supported because of the large
distributions (Table II).

C. Discussion

Overall, we found that “different lengths of a mediated reality
stick influence the stick’s perceived weight” in Experiment 1-1.
The results in Experiment 1-1 also support that “the perceived
weight is larger when the length is shorter and vice versa” but
only partially.

Perceived weight linearly increases with the rotational inertia
of an observed object and its enhanced speed [12]. Similarly,
we speculated that the weight sensation of our mediated reality
sticks can be formulated by inertia. Unlike the conditions de-
scribed in the literature, our participants assessed the perceived
weight while observing sticks with modified apparent lengths.
Therefore, the total length of the sticks was apparent, and we
collected the COG. Consequently, we attempted to relate the

TABLE II
THE STATISTICAL RESULTS OF THE WILCOXON SIGNED RANK TEST IN

EXPERIMENT 1-2

reported COG and perceived weight by calculating inertia based
on the COG as understood by the participants.

We calculate the difference of two kinds of inertia, ΔI , as
follows:

ΔI = Ir − Iv, (1)

where Ir is the inertia of the real stick and Iv is the inertia
estimated from the appearance of the mediated reality stick
(Fig. 7). We expect our model to capture the discrepancy in
inertia between the physical stick and the visually recognized
sticks.

The physical stick has its COG in the middle and a uniformly
distributed mass, M , along its length, L. Therefore,

Ir =

∫ L

0

M

L
x2dx =

1

3
ML2. (2)

We calculate Iv as follows:

Iv =

∫ xcog

0

m1

xcog
x2 dx+

∫ Lv

xcog

m2

Lv − xcog
x2 dx. (3)

The implication is that the stick consists of two parts with
different masses, m1 and m2, that add up to M and the two
parts are connected at the reported COG location, xcog within
the apparent length, Lv . Given the individual COG locations
of the two masses, l1 and l2, we calculate xcog = (m1l1 +
m2l2)/(m1 +m2). We substitute M = m1 +m2 for this to
calculate the unknown values, m1 and m2.

We substituted Lv/2 for xcog and confirmed that the re-
ported COG as xcog fits the collected perceived weights bet-
ter: y = 0.0004x+ 112.04 (R2 = 0.949) vs. y = 0.0002x+
116.58 (R2 = 0.889), as in Fig. 7(b). The fitting with xcog =
Lv/2 still reports high R2 values without measuring the recog-
nized COG. The results indicate that the participants reported a
monotonic increase in perceived weight with increasing inertia.
This result corroborates the previous findings regarding dynamic
touch [1], [12], [13].

V. CUTOUT MEDIATED REALITY STICK

We observed that the recognized COG played an important
role in explaining the perceived weight in Section IV. For a
deeper understanding, we prepared more complex visual stimuli,
cutout mediated reality sticks (Fig. 1, Cutout). mediated reality
sticks with cutouts can have different COG locations depending
on how participants understand the objects. The advantage of
investigating such visual stimuli is that we can find perceived

Authorized licensed use limited to: Ritsumeikan University. Downloaded on February 02,2026 at 00:27:48 UTC from IEEE Xplore.  Restrictions apply. 



HASHIGUCHI et al.: PERCEIVED WEIGHT OF MEDIATED REALITY STICKS 10579

Fig. 7. Relationship between the recognized inertia and the reported weight. (a) Schematics and parameters for the inertia calculation of the real object.
(b) Schematics and parameters for the inertia calculations of a mediated reality stick in Experiment 1 based on the reported COG (left) and plots (right). (c)
Schematics and parameters for the inertia calculations of a mediated reality stick in Experiment 2 based on the reported COG (left) and plots (right). Each plot
compares inertia with xcog = Lv/2 of the physical stick and the reported COG. The R2 values show that the reported COG fits the reported weights better.

weights depending either on the areas in sight or the recognized
COG, leading to the inertia calculation (Fig. 4, second row).

As in the previous section, we conducted two separate ex-
periments for weight (Section V-A) and COG (Section V-B)
before drawing an overall conclusion (Section V-C). Ten par-
ticipants volunteered to join these experiments (all males, X̄ =
22.0 (SD = 0.6) years old, right handed). All participants were
university students majoring in computer science. The partici-
pants were different from those who participated in experiments
1-1 and 1-2.

A. Experiment 2-1: Weight Under Cutout

Design: We designed a repeated measures within-subjects
study to analyze the perceived weight of the mediated reality
stick with a part virtually missing from the middle. We intro-
duced an independent variable ldim ∈ {10, 20, 30, 40}, here rep-
resenting the length of the virtually removed portion. The cutout
started at 20 cm, and the 60− ldim cm tip remained (Fig. 4).
Therefore, ldim = 40 was equivalent to l = 20 in experiments
1-1 and 1-2. We collected ratings of perceived weight reported
by the participants verbally, wldim

, as a dependent variable.
Task: We performed a magnitude estimation study to evaluate

perceived weight. As in Experiment 1-1, each participant was
asked to wave the reference stick of w0 = 100 with no visual
removal. Subsequently, they waved a randomly selected stick
and verbally reported the weight in magnitude, wldim

, compared
with the reference weight. The participants were not explicitly
informed whether the visible parts were one single object. This
procedure was repeated until all conditions were covered. This
set of evaluations was repeated three times.

Procedure: We followed the procedure of Experiment 1-1.
With 10 participants and four comparisons three times each, we
collected a total of 120 (= 10× 4× 3) ratings. The experiment
took approximately 50 minutes per participant.

Results: The results of Experiment 2-1 are illustrated in Fig. 8.
The Shapiro-Wilk test indicated that the data are consistent
with a normal distribution (p > .05). A one-way repeated-
measures ANOVA was conducted with the ldim condition
(ldim = 40, 30, 20, 10) as the within-subjects factor. Mauchly’s
test indicated that the assumption of sphericity was met (W =
.26, p = .064). The ANOVA revealed a significant main effect of

the ldim condition (F (3, 27) = 4.86, p = .008, η2p = .35, 95%
CI: [.08, 1.00]).

The EMMs for each condition were as follows: ldim = 40
(EMM = 113.8, SE = 3.4), ldim = 30 (EMM = 101.9, SE
= 3.4), ldim = 20 (EMM = 96.4, SE = 3.4), and ldim = 10
(EMM = 100.1, SE = 3.4). Post-hoc pairwise comparisons with
Holm adjustments indicated that ldim = 40 was significantly
different from ldim = 20 (t = 3.610, p = .007,Cohen′s d =
0.85, 95%CI [0.11, 1.57]) and ldim = 10 (t = 2.834, p =
.043,Cohen′s d = 0.74, 95%CI [0.02, 1.43]). A marginal
trend was observed between ldim = 40 and ldim = 30
(t = 2.460, p = .082,Cohen′s d = 0.85, 95%CI [0.10, 1.56]).
No other pairwise comparisons reached statistical significance
(p > .10) (Table III).

B. Experiment 2-2: COG Under Cutout

Design: We conducted a repeated measures within-subjects
study to analyze the perceived COG of the cutout stick. We
introduced an independent variable, ldim ∈ {0, 10, 20, 30, 40},
here representing the length of the virtually removed portion.
What was different from Experiment 2-1 was ldim = 0, which
was equivalent to the original stick. As a dependent variable, we
collected the perceived COG locations, cogpos, as indicated by
the up and down keys on a keyboard.

Task: Much like Experiment 1-2, each participant was asked
to wave the stick, which was randomly selected, and then man-
ually report the perceived centroid position via keyboard. The
participants were allowed to report COG locations where the
virtual stick was missing. We presented one of the randomly
selected conditions. A red dot was superimposed on the stick at
the grasped end (l = 0) to allow the participants to report the
COG’s location, cogpos. This evaluation was repeated until all
the conditions were evaluated.

Procedure: We followed the procedure of Experiment 1-2.
With 10 participants and five conditions three times each, we
collected a total of 150 (= 10× 5× 3) ratings. The experiment
took approximately 60 minutes per participant.

Results: Fig. 9 reveals the results. The Shapiro-Wilk test
indicated that the data are consistent with a normal distri-
bution (p > .05). A one-way repeated-measures ANOVA was
conducted with the ldim condition (ldim = 40, 30, 20, 10, 0) as
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Fig. 8. The results of Experiment 2-1. The vertical axis shows the length of
the middle part that was removed, ldim ∈ {10, 20, 30, 40}, and the horizontal
axis shows the magnitude of the evaluation value, wldim

.

TABLE III
THE STATISTICAL RESULTS OF THE PAIRWISE COMPARISONS WITH HOLM

ADJUSTMENTS IN EXPERIMENT 2-1

the within-subjects factor. Mauchly’s test confirmed sphericity
(W = .30,p = .46). The ANOVA revealed a significant main ef-
fect of the ldim condition (F (4, 36) = 7.21, p < .001, η2p = .44,
95% CI: [.20, 1.00]).

The EMMs for each condition were as follows: ldim = 40
(EMM = 24.4, SE =. 929), ldim = 30 (EMM = 29.8, SE =.
929), ldim = 20 (EMM= 29.9, SE=. 929), ldim = 10 (EMM=
30.5, SE=. 929), and ldim = 0 (EMM= 29.3, SE=. 929). Post-
hoc pairwise comparisons with Holm adjustments indicated that
ldim = 40 was significantly different from all other conditions:
ldim = 30 (t = −4.120, p = .002, Cohen’s d = −1.02, 95%
CI [−1.78,−0.23]), ldim = 20 (t = −4.191, p = .002, Cohen’s
d = −1.14, 95% CI [−1.94,−0.32]), ldim = 10 (t = −4.665,
p < .001, Cohen’s d = −1.33, 95% CI [−2.18,−0.45]), and
ldim = 0 (t = −3.749, p = .004, Cohen’s d = −1.07, 95% CI
[−1.84,−0.27]). No other pairwise comparisons reached statis-
tical significance (p > .10) (Table IV).

C. Discussion

Some significant differences were observed across conditions
for both reported weight and COG (Figs. 8 and 9). However, no
statistically significant differences were found for either reported
weight or COG specifically among the ldim = 30, 20, and 10
conditions. According to the reported COG of the diminished
part, the participants perceived the stick as rigidly connected,
and no participants wished to specify more than one COG.

We took the same approach as in Experiment 1-2 to calculate
inertia (Fig. 7(c)). Similarly, we compared the inertia based
on the physical COG (xcog = Lv/2) and the reported COG,

Fig. 9. The results of Experiment 2-2. The vertical axis shows the length of
the middle portion removed (ldim ∈ {0, 10, 20, 30, 40}), and the horizontal
axis shows the position of the COG as reported by the subjects (cogpos).

TABLE IV
THE STATISTICAL RESULTS OF THE PAIRWISE COMPARISONS WITH HOLM

ADJUSTMENTS IN EXPERIMENT 2-2

and the latter fits the perceived weights better: y = 0.0001x+
98.444 (R2 = 0.646)vs.y = 0.0004x+ 100.11 (R2 = 0.891).

VI. INTERPRETATIONS AND FUTURE WORK

In what follows, we discuss how the mediated reality sticks
cause illusionary weights and future extensions.

A. Overall Interpretations

Our results demonstrate that the discrepancy between the
inertia of the physical stick and that of the recognized COG
explains the perceived weights.

In Experiment 1, we confirmed that the stretched stick was
perceived to be lighter, while the shorter one was perceived
to be heavier than the stretched sticks. We consider that the
motion commands for longer sticks, which anticipate the per-
ceived COG to be greater than 30 cm but actually be at 30 cm,
unexpectedly and unnecessarily induce a stronger arm motion,
resulting in a lighter feeling. Conversely, motion commands for
shorter sticks, which anticipate a perceived COG of less than
30 cm, unexpectedly induce weaker arm motion, leading to a
heavier feeling. Therefore, appearance inertia, which is based on
predictions and feedback, may affect the inertia of the real stick.
The relationship between visual information such as predictions
and feedback and actual tactile information shows a similar
tendency to SWI [26], [46]. Considering these findings, we have
formulated the relationship between inertia and weight based on
the findings of dynamic touch, a phenomenon similar to SWI.

In Experiment 2, the perceived weight stayed unchanged
in cutout mediated reality sticks, even though the visible area
changed. As depicted in Fig. 4, l = 40 and ldim = 20 have
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the same apparent area. Moreover, ldim = 30 is 10 less than
l = 40, and ldim = 10 is 10 less than l = 60. However, the
reduced visible area rarely changes the perceived weight. This
result does not follow the SWI, strengthening the support for the
relationship between the recognized inertia and weights. Four
of the ten participants commented that “they felt no difference
in weights between the conditions of the real stick and cutout
stick,” which supports our finding. This result shows that the
perceived weight is based on the inertia of the object rather than
the visible area. The fact that the COG locations were reported
in the missing areas indicates that the cutout mediated reality
sticks were recognized as a single object.

B. Future Work

Generalization: We have focused on the stick-shaped object.
Therefore, how to generalize our findings merits debate. We
speculate that the recognized inertia is the explanatory factor
for the weights estimated by the participants. There is certain
evidence that the weights of differently shaped objects with the
same volume will be perceived differently [25]. However, it is
uncertain if this applies to other cases, such as spheres, triangles,
and dynamic objects similar to elastic objects [47], [48].

Muscle Activity Analysis: Direct measurements such as mus-
cle activity analysis would provide more solid clues on how
people behave toward visual stimuli, unexpected feedback, and
reactions to them [49], [50]. Such analysis would also better
explain fatigue and, thus, tiredness for long-term usage and how
these factors differ between mediated reality and the normal
visual world.

Diversity in Experiences: Because the recognized inertia
would matter when estimating the weight, we anticipate how
well one is trained or has the experience to infer the recognized
inertia will influence the weight estimation. Our studies were
performed solely with male university students, so there is
no denying that our results would have been biased by their
capabilities and experiences. Therefore, collecting participants
from more diverse groups, especially those of different ages and
genders, would be valuable.

VII. CONCLUSION

We investigated how the perceived weight and COG of the
mediated reality stick change when it is virtually stretched and
has a cutout. Through a series of user studies, we discovered
that (1) the different lengths of a mediated reality stick influence
the participants’ perceived weight, (2) the perceived weight is
greater when the length is shorter and vice versa, and (3) the
perceived weight and COG of the stick do not change in the
cutout. We further discussed how the inertia calculated from
the reported COG can explain the perceived weight. Overall,
perceived weights varied with the mediated reality’s visual
modifications, which show similar effects to SWI and can be
related to inertia based on the recognized COG. As such, the
phenomenon is safely placed within the context of dynamic
touch.

Although there are challenges to generalization, our case
study of mediated reality sticks is a milestone in exploring

different shapes and conditions. Future extensions of this work
would include shapes other than sticks, bent or elastic sticks,
muscle activity analysis, long-term analysis, and analysis in
diverse groups.
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