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Abstract. People have knowledge and images of their bodies called the mental
body model. Several studies have revealed that the mental body model is changed
based on visuo-tactile information, which changes behavior. Virtual reality (VR)
and Augmented Reality (AR) technologies have attracted significant attention in
various fields. Here, one may identify with a virtual avatar that has a different
structure than one’s actual body, or one’s own body may be displayed differently
from the actual position. Such visual changes in a body may affect the mental
body model. This paper investigates whether and what extent we could change it
bymanipulating the visual position of the body parts in virtual space.We answered
the following two research questions by analyzing the behavioral changes of the
participants. One was whether visual or proprioceptive information was more
weighted to determine the movement of the body. Another was whether the par-
ticipant’s movement in the target action changed after they completed a task by
observing their bodies at different positions than at the actual position. The results
showed that people relied on visual informationmore than proprioceptive informa-
tion for determining body movement, and larger visual image of position changes
led to a larger change in latter behaviors. This study revealed the possibility that
the mental body model can be changed by controlling a visual image of the body.
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1 Introduction

People have knowledge and image of their bodies called the mental body model, which
includes information about one’s body, such as where their limbs are, what the color of
their bodies are, and how much their limbs weigh. With this model, we can recognize
our body states, even though our eyes are closed. By integrating mainly visual and
proprioceptive information, a mental body model is updated through action and even
when we do nothing [1]. This process sometimes constructs a model that is different
from the actual body. Rubber Hand Illusion is an example of such an incorrect update of
the bodymodel, where the synchronous visuo-tactile stimulation makes participants feel
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the rubber hand as a part of their body [2]. The distorted body model would affect their
behavior because people usually decide their actions based on the relationship between
the external world and the mental body model [3]. In some cases, it leads to their limb
hitting something and fail to grab something.

In some virtual environments, users must change their mental body model. For
example, one may identify with a virtual avatar that has a different structure than one’s
actual body, or one’s own body may be displayed differently from the actual position [4,
5]. In many cases, users use their bodies to operate such an avatar or own body in virtual
reality (VR). Thus, it is essential to adapt the mental body model to the avatar or body
in VR to move them quickly and accurately. Using the operator’s mental body model
for his/her actual body may cause unexpected problems. For example, when your arm
is elongated in the virtual space, if you swing your arm as usual, your virtual arm will
then hit the unintended objects in the virtual space.

In this study, we focused on the position of body parts in the mental body model and
explored whether and to what extent we could change it by manipulating the displayed
position of the body parts in virtual space. We answered the following two research
questions by analyzing the participant’s behavioral changes. One was whether visual
or proprioceptive information was more weighted to determine the body movement.
Another was whether the participant’s movement in the target action changed after
they completed a task by observing their bodies at different positions than at the actual
position.

2 Experiment

2.1 Experimental Settings

Figure 1 shows an experimental setup.We used a head-mounted display (HMD;HM-A1,
Canon, Tokyo, Japan) to present a visual stimulus to the participants.

Fig. 1. Procedure of fingers touching task.

In the experiment, the participants touched their left and right fingers together at the
front partition to stay at the same height (Fig. 1). Their right hand and left hand were
displayed in the right half area and left half area of the participant’s view from the camera
on the HMD, respectively.
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HMD consists of two cameras, each placed at the position of the left and right eyes.
In this experiment, we used only the images acquired by one of the two cameras. The
image to be used was randomly decided for each participant. We shifted the left half
of the acquired image down and the right half up. We defined 0% of the shift amount
as when we did not shift the image at all, and 100% as when the acquired image was
displayed out of the HMD (Fig. 2). We used five levels of shift (0%, 5%, 10%, 15%, and
20%; Fig. 3).

Fig. 2. Shift amount and display size.

Fig. 3. Fingers in real and displayed fingers in each shift amount.
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2.2 Participants

Threemales and nine females participated in this experiment. All participants had normal
or corrected-to-normal vision (M = 22 years old, SD = ±0.426). Nine participants were
right-eye dominant and three participants were left-eye dominant.

2.3 Procedure

Each condition consists of three phases: pre-test, post-test, and training between them.
In all phases, participants touched their left and right index fingers together at the front
partition to stay at the same height as shown in Fig. 1. We recorded the positions of their
left and right fingers when their fingers touched the partition.

Before the pre-test, the participants touched their left and right index fingers together
at the front partition twice. In this phase, they did not wear the HMD and observed their
hands carefully to align their index finger at the same height. This was conducted to
cancel the effect of the preceding condition on the mental body model.

Then, the participants wore the HMD and touched their left and right index fingers
together at the front partition with nothing displayed on the HMD. They were asked to
move their hands based on their mental body model. This means the pre-test, measuring
the baseline behavior before the training. The participants repeated this task three times.

After the pre-test, the participants touched their left and right index fingers together
at the front partition while observing an image shifted with one of the shift amounts via
the HMD as the training. They were not told that the images were shifted. We instructed
them to move their fingers depending on their vision and proprioceptive information.
We conducted this task five times.

Finally, the participants touched their left and right index fingers together at the front
partition with nothing displayed on the HMD as in the pre-test. This indicates the post-
test, measuring the behavioral change from the pre-test. The participants repeated this
task three times.

The above procedure was conducted once for each shift amount. We randomized
the order of five conditions for each participant. To reduce the effects of the preceding
condition and physical fatigue, we gave five-minute rest between conditions. After com-
pleting all conditions, the participants commented on how accurately they could move
their hands and whether they noticed the shifts in the images.

2.4 Evaluation

In this experiment, we analyzed the vertical difference between the left and right fingers
calculated by subtracting the vertical position of the right finger from that of the left
finger. The horizontal difference was not considered because we manipulated the image
only in the vertical direction. The value of the vertical difference indicates how far the
fingers are placed to eachother. Itwas a negative valuewhen the right handwas positioned
higher than the left hand and a positive value when the left hand was positioned higher
than the right hand. The vertical differences were averaged over in each pre-test, training,
and post-test phase.



566 H. Kobayashi et al.

2.5 Results

The acquired data showed the same pattern regardless of the used camera and the
dominant eye. Thus, we excluded those factors in the following analyses.

Training. Figure 4 shows the vertical difference in the training phase. In all conditions,
the data distribution satisfied the normality assumption; all p-values in Shapiro-Wilk
tests were larger than 0.200. ANOVA revealed a significant main effect of shift amount
(F(4,44) = 222.387, p< .001). Multiple comparisons with Bonferroni correction showed
significant differences between all pairs (all p < .010). The vertical differences became
larger as the shift amount increased.
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Fig. 4. Vertical difference in training phase.

Most participantsmoved their fingers towhere their fingersmatched each other in the
manipulated image in the shift amounts. Only a few participants felt something strange
in 15% and 20% conditions and tried moving their hands based on the proprioceptive.
However, none of them could match their fingers at the same height in the shift amounts,
except for the 0% condition. After the experiment, most participants answered that they
did not notice the shifts in the images.

Change from Pre-test to Post-test. We calculated the change in the vertical difference
from the pre-test to the post-test. Using this change, we analyzed how participant’s
behaviors changed through the task where they observed their bodies at different posi-
tions from the actual position. The change of the vertical difference was defined as the
signed difference calculated by subtracting the vertical difference in the pre-test from
that in the post-test.
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Figure 5 shows the change of the vertical difference for each condition. In some
conditions, the data distribution did not satisfy the normality assumption; Shapiro-Wilk
tests showed almost significance (p ≤ .05). We compared the change of the vertical dif-
ference among conditions using the Friedman test. There was a high significant effect of
the shift amount (x2 (4)= 34.929, p< .001). We performed multiple comparisons using
the Wilcoxon signed-rank test with Holm’s method to adjust the p-value. The change in
15% and 20% conditions was significantly larger than in 0% condition (both p = .025)
and the change in 20% condition was significantly larger than that in 10% condition
(p = .031). The differences between 0% and 5% conditions and between 0% and 10%
conditions were marginally significant (both p = .065). There was a marginally signif-
icant difference between 5% and 20% conditions (p = .053), 15% and 20% conditions
(p = .076), and 10% and 15% conditions (p = .067). In short, except for 5% and 10%
condition, and 5% and 15% condition, the differences in all pairs were (marginally)
significant.
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Fig. 5. Change of vertical difference from the pre-test to the post-test.

The vertical differences became bigger in the post-test in the shifted conditions
(5%, 10%, 15%, and 20%) than in the baseline condition (0%), which was (marginally)
significant. This result indicates that the participants started moving their hand higher
through the training task where their hand had been displayed lower and vice versa.
After the experiment, most participants answered that they could align their fingers at
the same height more accurately in the post-test than in the pre-test.

3 Discussion

In this study,we investigated the effects ofmanipulating the body part’s visual position on
the mental body model based on behavioral changes. We had the following two research
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questions. One was whether visual or proprioceptive information was more weighted
to determine the body movement. Another was whether the participant’s movement
changed after they completed the task by observing their bodies at different positions
than the actual position.

3.1 Dominance of Visual Information

Weanalyzed the vertical difference in training to answer the first question:whether visual
or proprioceptive information was more weighted to determine the body movement.
If visual information is more weighted, the vertical difference would increase as the
visual position of the hand shifted larger. However, if proprioceptive information is
more weighted, the vertical difference would be constant regardless of the visual shift
of the hand.

The experimental results showed that as the visual position of the hand was shifted
largely, the vertical difference also increased. The participantsmoved their fingers so that
the fingers displayed on the HMD were located at the same height. In the experiment,
most participants answered, “I mainly used visual information to match my fingers.”
and “I felt that I could match my fingers at the same height more accurately using visual
information.” These results showed that the participants relied on visual information
more than proprioceptive information for determining body movement.

This result is consistentwithmany previous studies demonstrating visual dominance.
Researchers have shown that vision is the dominant sense and human has a bias toward
visual information; e.g., visual dominance over the auditory (e.g., theMcGurk effect [6])
and over haptics [7]. Similarly, visual information dominated the participants’ perfor-
mance in this study. They did not even notice that their vision was manipulated although
the position of each hand was about 4 cm distance from the actual position in maximum.

In our experiment, we obtain that the larger the shift amount, the more the vertical
difference increased. A few participants started feeling something strange in 15% and
20% conditions and tried moving their hands based on the proprioceptive information.
As a result, they had smaller vertical differences in those conditions compared to the
other participants. In a previous study on the RHI, if the rubber hand was placed too
far from one’s hand, it was not easy to induce body ownership for the rubber hand,
resulting in that drift could have not occurred [8]. It means that the vertical difference
could not increase or could decrease if the shift amount is greater than 20%; although
we were not able to test more than 20% because of the limitation of our HMD. We need
further investigations about when most participants realize the gap between the visual
and proprioceptive information and rely on the proprioceptive information.

3.2 Change of Body Mental Model

By comparing the vertical difference in the post-testwith that in the pre-test, we answered
the second question: whether the participant’s movement changed after they completed
a task by observing their bodies at different positions than at the actual position. In the
experiment, after they observed their hands in a higher (or lower) position than the actual,
the participants started moving their fingers to a lower (or higher) position than they did
before the observation. This result suggests that the hand position in the mental body
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model has been modified upward (or downward) by experiencing the task with visually
manipulated hand position. The vertical difference could have increased because they
used such a modified mental body model to estimate the hand position in the post-test
where visual information was not available.

The effect of the training task with the distorted vision was strong, which could
change the behavior in the dynamic task. Most previous studies used subjective position
measurements of the manipulated body part without moving it after the task that corre-
sponds to the training of this study [2, 9, 10]. When the body moved, we can acquire
various and plenty proprioceptive information that might lead us to easily estimate the
correct body posture. If the body mental model modification is not robust, it could not
affect the post-test task behavior. The robust modification was also shown from that we
observed the change in the vertical difference in all three trials in the post-test.

There were two possible reasons why such robust modification occurred. First, the
participants moved both hands relatively comparing those positions, while most of the
previous studies focused on a single body part. This task could permit the participants
to modify their mental models by integrating relative positional information, which
convinced them that the modified mental body model was correct.

The second reason was that the proposed method could keep the participants’ body
ownership sufficiently high. In previous studies, researchers used a fake or virtual body
and only when the participants felt it was a part of their body, the drift occurred. This
methodwas adopted because theywere interested in the body ownership itself. However,
inducing the body ownership was out of our interest, and we used the real-time video
image of the participants’ real hands (Fig. 3). Previous studies have emphasized that
the reality and synchronized movement with the participants’ hands were essential in
increasing the body ownership of an object [4, 11, 12]. Thus, the participants had strong
ownership toward the displayed hand from the beginning of the training phase and could
change their mental body model robustly after five trials.

One limitation of the experiment was that our task was almost identical in all phases.
It leads to the possibility that the participants learned the movement in the training phase
and replicated it in the post-test. The comments after the experiment suggested that the
participants did not replicate the movement in the training phase in the post-test but
rather moved their fingers using their mental body model. If the participants replicated
the movement in the training phase, the vertical difference in the post-test must be larger.
In future work, we must use other tasks in the training phase or for the pre-tests and
post-tests to confirm this point.

4 Conclusion

In this study, we focused on the position of body parts in the mental body model and
explored whether and what extent we could change it by manipulating the displayed
position of body parts. We answered the following two research questions by analyzing
the participants’ behavioral changes. One was whether visual or proprioceptive infor-
mation was more weighted to determine the body movement. Another was whether
the participant’s movement in the target action changed after they completed a task by
observing their bodies at different positions than at the actual position. We confirmed
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that participants relied on visual information more than proprioceptive information to
determine body movement. After performing the task with hand movements, relying on
distorted visual information, their behavior changed even without visual information.
Such change increases as the distortion in the training task increases. This study showed
that we can easily and robustly modify the mental body model through the dynamic task
with both hands’ movement under the distorted vision.
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