
ORIGINAL ARTICLE

A brush device with visual and haptic feedback for virtual
painting of 3D virtual objects

Mai Otsuki1 • Kenji Sugihara2 • Azusa Toda2 • Fumihisa Shibata2 •

Asako Kimura2

Received: 25 September 2015 / Accepted: 28 May 2017

� Springer-Verlag London 2017

Abstract We have previously developed a mixed reality

(MR) painting systemwith which a user could take a physical

object in the real world and apply virtual paint to it. However,

this system could not provide the sensation of painting on

virtual objects in MR space. Therefore, we subsequently

proposed and developed mechanisms that simulated the

effect of touch and movement when a brush device was used

to paint on a virtual canvas. In this paper, we use visual and

haptic feedback to provide the sensation of painting on virtual

three-dimensional objects using a new brush device called the

MAI Painting Brush??. We evaluate and confirm its effec-

tiveness through several user studies.

Keywords Painting system � Mixed reality � Augmented

reality � Input device � Paintbrush � Visual and haptic

feedback

1 Introduction

The field of computer graphics has progressed remarkably

over recent decades. Numerous drawing and photo-retouch-

ing software packages have been developed as a result of

research into non-photorealistic rendering (Gooch and Gooch

2001). Quality digital painting software now allows users to

create realistic watercolor and oil paintings and iswidely used

by professional artists and designers as well as by amateurs.

Several studies have focused on simulating traditional

graphical styles (e.g., oil and watercolor painting) with a

graphics tablet (Curtis et al. 1997; Chu and Tai 2005;

Baxter et al. 2004; Saito and Nakajima 1999), and the

quality of such simulations is constantly improving. In

most digital painting applications, a graphics tablet and a

two-dimensional (2D) display are used as the input and

output devices, respectively. However, some users prefer

direct manipulation that allows them to see the movements

of the brush tip as opposed to indirect manipulation of a

graphics tablet. Furthermore, the tip of a graphics tablet

pen is relatively rigid and can only move by 1–2 mm at

most. In contrast, the tip of an actual paintbrush is far more

flexible and can move dynamically. To bridge this gap, a

brush-shaped device whose touch sensation is similar to

that of an actual paintbrush has been commercialized (e.g.,

sensuBrush1). The users of this device can see the brush tip

bend and can feel the reaction and friction between the

brush and the painting surface on a tablet computer.

However, actual painting is done not only on flat can-

vases but also on three-dimensional (3D) objects (e.g.,

cups, bowls, vases) that can be held, moved, and rotated

while being painted. Based on these requirements, we

developed a mixed reality (MR) painting system based on a

paintbrush device called the MR-based Artistic Interactive

(MAI) Painting Brush (MAI Painting Expert Ver. 1.0)

(Otsuki et al. 2010; Fig. 1). In this system, users apply

virtual paint directly onto real 3D objects using the MAI

Painting Brush, observing it from various directions and
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perspectives. Here, MR is a technology that merges real

and virtual worlds in real time so that both real and virtual

objects can be manipulated simultaneously.

The next logical step is to make the painting target also

virtual, in which case haptic feedback such as reaction or/

and frictional forces no longer arises naturally. In order to

facilitate virtual painting onto virtual objects, the creation

of visual and haptic feedback is indispensable. Hence, we

have constructed haptic feedback mechanisms that provide

physical sensations from virtual objects to simulate paint-

ing by brush onto real ones, as shown in Fig. 2.

Previous research has aimed at virtual painting with the

sensation of actual painting by using brush-like devices

such as I/O Brush (Ryokai et al. 2004), FluidPaint (Van-

doren et al. 2009), ThermoPainter (Iwai and Sato 2005),

Yeom’s system (Yeom and Lee 2012), Kim’s system (Kim

et al. 2013), and FlexStroke (Liu and Gu 2014). However,

since the painting targets of all these studies were actual 2D

displays, they could make use of real haptic feedback from

real objects. In terms of virtual haptic feedback, REVEL

tactile feedback technology (Bau et al. 2012) is a way to

modify the tactile sensation of a real object by using a

virtual texture that is created from an electronic signal.

There was also the series of PHANTOM which is a

grounded haptic device-related studies to create sensations

for virtual painting on 2D/3D objects: (Baxter et al. 2001),

ArtNova (Foskey et al. 2005), and Visuo-Haptic Systems

(Sandor et al. 2007). However, the PHANTOM system

limits the user’s movements to within the range of the

mechanical linkages. Pen De Touch (Kamuro et al.

2009, 2011) and HapSticks (Kato et al. 2015) proposed

haptic devices that do not restrict user movement. How-

ever, these devices were not developed for brush painting.

Users could just touch the virtual objects by using these

haptic devices, but they did not provide the painting sen-

sation neither the difference of material, reaction force

during stroking, nor the spring of the brush.

The aim of the present study is to analyze the sensation

of real painting and imitate it on virtual objects without

restricting user movement, so that they can paint freely

onto virtual objects of various sizes and shapes with the

painting sensation beyond the touch. The remainder of this

paper is organized as follows. In Sect. 2, we analyze the

sensation of real painting and develop the models. Next, in

Sect. 3, we describe the implementation of this system. In

Sect. 4, we investigate whether the proposed method is

actually effective through three user studies. In Sect. 5, we

discuss the result of user studies and the limitations of our

approach. Finally, in Sect. 6, we summarize our results.

2 Visual and haptic feedback model

2.1 Analysis of the sensation of painting using

a paintbrush

When painting with a brush, users can predict the stroke’s

width and shape as well as the brush tip’s movements. In

addition, users can obtain information such as the canvas

texture or shape from the ‘‘sensation of painting,’’ i.e., from

tip bending (deformation of the brush tip) and the reaction

and frictional forces that act on the brush and the user’s

hand and fingers.

To provide this sensation of painting using our device,

we analyzed the act of painting in the real world, as

depicted in Fig. 3. In general, the painting operation can be

categorized into the following two actions: pushing the

brush tip onto the canvas and stroking the brush tip across

the canvas. We assumed that while a user paints, he/she

experiences the tactile sensation of painting via the pushing

and stroking pressures arising from these two operations.

As shown in Fig. 3, when a user pushes the brush onto

the canvas, he/she perceives the pushing sensation by

varying (i-a) the amount of tip bending and (ii) the reaction

forces from the canvas. When a user strokes the canvas

with the brush, the frictional forces are generated in the

opposite direction to the movement, and the user perceives

this sensation by varying (i-b) the direction of tip bending

and (iii) the direction of the force felt on the user’s hand.

Furthermore, the frictional force changes depending on the

canvas material and the dryness of the brush tip. In our

system, therefore, a slight pause and dry-brush sensation

are also provided to the user.

From this analysis, while painting, a paintbrush under-

goes various changes, including (i) the bending of the brush

tip (realized by the (i-a) amount and (i-b) direction of

bending), (ii) the reaction force due to the canvas, and (iii)

the frictional forces between the brush tip and the canvas.

By installing mechanisms that simulate these three changes

to our brush device, we can realize a virtual canvas. This

Fig. 1 Using MAI Painting Expert 1.0 (Otsuki et al. 2010), a user

paints with virtual ink directly on real objects

Virtual Reality

123



mechanism is described in more detail in the following

subsections.

Regarding (i) the deformation of the brush tip, this

depends on two factors: the force with which it is pressed

onto the canvas and the direction in which it is moved. The

amount of tip bending is proportional to the pressure

applied to the canvas, and the tip bending direction is the

opposite direction to the painting (i.e., movement) one.

Similarly, regarding (ii) and (iii), the greater the pressure

with which the paintbrush is pressed onto the canvas, the

greater the reaction and friction forces that the gripping

fingers experience. Furthermore, the direction of the fric-

tional force is opposite to the direction of the movement

because of the friction force between the brush tip and

canvas. Therefore, the force from the canvas to the brush

tip and that from the brush to the user’s hand are generated

by the same factors, i.e., the amount of pressure and the

painting direction. We use ‘‘reaction force vector’’ here to

identify this force. In the next subsection, we describe our

model for calculating this reaction force vector that chan-

ges according to the amount of brush pressure applied to

the canvas and the painting direction. We refer to this

model as the ‘‘basic model.’’

Additionally, other factors affect the painting sensations

experienced by the user, such as the dryness and hardness of

the brush tip and the type of canvas material. For example,

the frictional force between the brush and the canvas changes

depending on the dryness of the brush and affects the

stroking sensations. To improve the overall experience of

painting, we also improved our basic model by incorporating

these factors that affect the ‘‘frictional force’’ between brush

tip and canvas. We also considered the brush-tip elasticity;

the user can feel the brush springing back after its tip is

pressed onto the canvas in a downward motion in the case of

harder brush tips. We named the model that incorporates

these two factors the ‘‘extended model.’’

2.2 Basic model

In this subsection, we describe a model to calculate the

reaction force vector X (Fig. 4a), which changes according

to the amount of brush pressure applied to the canvas and the

painting direction. Thismodel is the ‘‘basicmodel,’’ whereas

an extended model is presented in the next subsection.

2.2.1 Calculating the direction of the reaction force vector

Figure 4a shows the parameters used in our model. The posi-

tions of O and Ptip (the heel and toe of the brush tip, respec-

tively) are calculated fromPsensor (the position of themagnetic

sensor in the device), ltip (the length of the bent brush tip), and

lhandle (the length between Psensor and O). When vector OPtip

intersects with a polygon of a virtual canvas, it is assumed that

the device touches the polygon of a virtual object.

Focusing on the relationship between the painting direc-

tion and the tip direction, even when the painting direction is

kept constant, the 3D direction of the brush will not remain

exactly opposite to the painting direction when painting on a

curved surface, as depicted in Fig. 5a (This does not hold in

case the painting direction is parallel to the canvas.). The tip

Fig. 2 Concept sketch of a user using the proposed new paintbrush

device to paint with virtual ink directly on virtual objects

Pain�ng sensa�on

Pushing sensa�on

(i-a) Changing 
the amount of 

�p bending

(i) Deforma�on of 
the brush �p

(ii) Changing
reac�on forces

from canvas

Stroking sensa�on

(i-b) Changing 
the direc�on of 

�p bending

(iii) Changing
fric�onal force

between 
brush & canvas

Fig. 3 Analysis of the sensation of painting

Virtual Reality

123



direction consists of two vectors: the vectors perpendicular

and parallel to the brush shaft. The former is affected by the

painting direction and is typically in the opposite direction.

Conversely, as depicted in Fig. 5b, the latter is affected by

the angle between the canvas and the shaft of the brush as

well as the amount of pressure applied to the canvas surface.

Thus, the 3D direction of the brush tip is not simply the

opposite of the painting direction, but is instead based on the

amount of tip bending, which changes depending on the

amount of pressure applied. Therefore, for tip bending, we

must consider the movement of the toe of the tip and cal-

culate the position of it (P0
tip). This is obtained from the

model developed in our previous study (Otsuki et al. 2010),

which is further detailed in subsection 2.4.

The direction of painting can be calculated from the

direction of OO0, where O0 is the heel position of the tip in

the previous process (Fig. 4 (a)). First, we set plane S per-

pendicular to OPsensor, the axis of the device. Next, X is the

vector that projects OO0 onto S. Direction angle h is

formed by X and reference vector V on plane S (Fig. 4b).

2.2.2 Calculating the magnitude of the reaction force

vector

IfOPtip (orOPtip
0 in the case of brush tip bending; see Sect.

2.3.2) intersects a polygon of the virtual canvas, intersection

point Q (or Q0) and the length of OQ (or OQ0) can be

calculated. The shorter the length of OQ, the greater and

stronger the bend angle and reaction force on the user’s

finger. Therefore, the magnitude of reaction force vectorw is

described by the following equation (with a being a variable
that changes on the basis of the actuator of the device):

w ¼ ltip � jOQj
ltip

� a ð1Þ

The bend angle of the brush tip / can be calculated by

the following equation (with maximum bend angle /Max):

/ ¼ w

a
/Max ð2Þ

2.3 Extended model

2.3.1 Frictional force

In actual painting, we perceive the sensation of stroking a

brush tip on a canvas; this sensation constantly changes

depending on our actions. We can consider this stroking

sensation as being the sensation when the brush tip

repeatedly pauses in the minute bumps of the canvas. In

actual painting, from this stroking sensation, the painter

takes cues such as the dryness of the brush or the canvas

material. By incorporating changes in this sensation in our

system, we can improve the overall sensation of painting.

'O
sensorP

tip'P

O

X
S

handlel

tipl

tipP

φ
'Q Q

tipP

sensorP
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θ
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O

(a) (b)Fig. 4 Parameters of the model

representing visual and haptic

feedback while painting.

a Calculating the direction of

reaction force vector X using

previous frame. b Projecting

reaction force vector OO0 onto
plane S perpendicular to the

shaft of the brush device

Fig. 5 Painting on curved

surface. a The painting direction
and brush tip direction. b The

painting direction and direction

of the vectors perpendicular to

the brush shaft
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Factors contributing to the stroking sensation The

condition of the brush and canvas materials change the

stroking sensation experienced by the painter. We analyzed

actual painting and identified factors of frictional force. In

our system, we realized the stroking sensation by using the

change in frictional force due to the following four factors.

1. The speed of painting: Users more readily perceive

changes in the frictional force when they move the

brush slowly.

2. The amount of pressure applied: When users paint a

thin line, it is difficult to perceive the frictional force;

however, when they paint a thick line, they more

readily feel the frictional force, because the brush tip is

pushed onto the canvas with greater pressure.

3. The dryness of the brush tip: When the brush tip has

adequate water, users are able to move the brush more

smoothly and do not feel the frictional force (unlike

when the brush tip is dry).

4. The canvas material: When using a rough cloth as a

canvas, users can feel the roughness with their hands

through the brush. Conversely, when using a smooth

ceramic canvas, users canmove the brushmore smoothly.

When the brush tip has adequate water, it is difficult to

perceive the difference between canvas materials; how-

ever, when the brush tip dries out, it becomes easier to

notice the difference. Some materials absorb water

quickly, such as cloth; as a result, the brush tip dries faster.

Modeling of the changes in frictional force Frictional

force F can be calculated by the following equation using

friction coefficient l and normal force N:

F ¼ l � N ð3Þ

In our system, we assume the canvas surface and brush

to have minor unevenness, as shown in Fig. 6. Figure 7

shows the frictional force acting between the brush and the

canvas. When the brush tip is caught between the small

bumps of the canvas, the frictional force acts on the brush

tip, and when the tip is released, the frictional force no

longer acts on the brush. The positions and depths of the

bumps of an actual canvas are random, and the friction

coefficient barely changes. If F is the maximum frictional

force for a given material, minimum frictional force F0 is
calculated using the following equation:

F0 ¼ 1:0� eð ÞlN 0� e� 1ð Þ ð4Þ

Here, e is the percentage of the size of non-contacting

area between the brush and the canvas when the frictional

force is minimum. Between the before and after stages of

releasing the brush tip, a change in force occurs, causing a

small vibration sensation. Further, when the frictional force

increases, the change in force also increases, and therefore

the magnitude of the vibration increases. We assume that

the change between F and F0 is the change in the force’s

magnitude and provide this sensation as a vibration.

In addition, the amount of water in the brush tip affects

friction coefficient l. Because the frictional force decreases
when the brush tip has enough water, l decreases. From

this, we conclude that the frictional force is maximum

when the brush tip is dry. This frictional force, which

depends on the amount of water in the brush, can be cal-

culated by multiplying weighted-function g(v) by l when

the frictional force is maximum.

g vð Þ ¼ 1� v=Vmaxð Þ ð5Þ

Here, v is the current amount of water and Vmax is the

maximum amount of water.

When there is adequate amount of water, even though

the frictional force is not 0, users perceive similar sensation

regardless of the material. Thus, there exists minimum

friction coefficient a that is common in every material.

From this, we calculate friction coefficient l0 depending on

the amount of water in the brush tip as follows:

l0 ¼ l� að Þg vð Þ þ a ð6Þ

By substituting this into Eq. (4), we obtain friction force

F00 reflecting the water amount as follows:

F00 ¼ 1:0� eð Þl0N ð7Þ

In actual painting, there is a coefficient of water

absorption that depends on the canvas material. AlthoughFig. 6 Contact surface between canvas and brush tip

Pain�ng direc�on

Fig. 7 Before and after releasing the brush tip from a paused state
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the coefficient of water absorption does not directly affect

the frictional force, the speed at which the water in the

brush tip is reduced affects the change in the frictional

force during painting. By implementing the coefficient of

water absorption, we can realize the change in frictional

force that mimics actual painting.

2.3.2 Brush tip spring

In actual painting, painters make use of a painting tech-

nique that utilizes the spring of the brush tip, in which the

brush tip is bent with a downward movement of the brush,

and then let to spring back free of the canvas. Using this

technique, users can make dynamic strokes. From the view

of haptic sensation, the user can feel when the brush

springs back. Therefore, we further develop our model to

include the sensation of springing back of the brush tip.

Brush tip springing occurs when the user bends a wet

brush tip by applying additional force onto the canvas;

while doing so, the user will feel a ‘‘jumping sensation’’ in

their hands, as depicted in Fig. 8. However, this sensation

is not common with all kinds of brushes. It occurs quite

easily with hard brush tips. There are various paintbrushes

made from a wide variety of materials, and therefore have

varying degrees of elasticity.

In general, when the brush tip bends, an elastic force

tries to recover the brush tip to its original shape; this force

is based on the hardness of the brush tip and the amount of

tip bending. As the user makes a downward movement, the

brush spring occurs from this force. More specifically, the

brush spring is controlled by elastic force Fe, which can be

calculated by the brush tip’s hardness k and the angle of

bending h.

Fe ¼ kh ð8Þ

However, the brush tip does not jump until it bends

beyond a certain threshold, because the frictional force also

acts on the brush tip. Therefore, when the tip is bending,

frictional force Ff is equal to Fe, as shown in Fig. 9. More

specifically, we have the following:

Ff ¼ Fe

Ff ¼ lsN
ð9Þ

Here, ls is a static friction coefficient. By bending the

brush tip with increasing force, the elastic force becomes

larger than the frictional force, which in turn causes the

brush tip to spring off the canvas. We show this relation-

ship as

Ff �Fe ð10Þ

After the brush tip springs back, the brush tip slides on

the canvas to recover its original shape, and the amount of

bending decreases. With the decrease in the amount of

bending, the frictional and elastic forces appear to become

equal again; however, the brush tip does not stop and

instead jumps. Because the brush tip slides on the canvas,

the frictional force acting on the tip switches from static

friction to kinetic friction, and rapidly decreases. The

Brush �p 
spring

Elas�c 
force

Jumping 
sensa�on

Fig. 8 Brush tip bending and

springing

Fig. 9 Frictional force and

elastic force when the brush tip

is bending
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conditions for which the brush spring will occur are as

follows:

Ff 0 �Fe

Ff 0 ¼ lkN
ð11Þ

Here, Ff
0 is the frictional force while the brush tip is

sliding and lk is the kinetic friction coefficient.

From the above, when the brush tip spring occurs,

elastic force Fe acts on the brush tip and the user perceives

the force feedback in the direction of the brush tip spring—

i.e., the jumping sensation is generated by this elastic force.

By providing this force feedback depending on Fe, we can

implement the jumping sensation caused by the brush

spring.

2.4 Painting model

The painting process is the same as our MAI Painting

Expert Ver. 1.0 (Otsuki et al. 2010). As shown in Fig. 10,

the system generates brush strokes by placing footprints

(i.e., marks made by touching a brush to a canvas) con-

tinuously along the trajectory of the brush device move-

ments. Figure 11 shows the basic shape of each footprint.

Below is the algorithm for Generating brush strokes:

1. Modify the size, shape, and direction of the basic

footprint shape from Fig. 11, depending on inputs from

the brush device.

2. Calculate a painting point based on the position and

orientation of the brush device, as well as the amount

and direction of tip bending. A painting point is a point

of intersection of the brush tip (segment) and the

canvas (polygon).

3. Render the footprint at the painting point.

4. Go back to step 1.

Regarding Step 1, from our previous study, the amount

and direction of tip bending can be detected by the analog

stick controller in the shaft of the device. In this study, tip

bending cannot be detected from the sensor because the

canvas is virtual object, and it does not bend the tip.

(a) 
(b) 

(c) (d) 

Magnetic sensor

3 wires

Plastic core

3 Motors

Cylindrical flap

Center of 
gravity

Tactile Feedback

Pushed by the deviceVisual Feedback

Actuate direction of 
the cylindrical flap

Fig. 10 MAI Painting Brush??. a Outer appearance. b Inner mechanisms. c Size and position of center of gravity. d Movements to provide

feedback

Trajectory of 
the brush device

Footprint

Painting point

Polygon of 
the canvas

Fig. 11 Generating brush strokes by placing footprints along the

trajectory of the brush device

Virtual Reality

123



Therefore, it is estimated from the reaction force vector

that acts on the brush tip. Therefore, we apply the direction

and magnitude of the vector to this painting model—i.e.,

the direction of vector h is used as the direction of the

brush tip, and magnitude w is used to calculate the amount

of brush tip bending / (see Eq. (2)).

Regarding step 2, to render a footprint, the systemneeds to

calculate the painting point, which is the center of the foot-

print on the canvas. Using rotation matrix R given by /, we
can calculate P0

tip and detect a collision point ofOP0
tip and a

polygon. This collision point Q0 is the painting point.

P0
tip ¼ OPtip � RþO ð12Þ

3 Implementation

3.1 MAI Painting Brush11

For this study, we designed and implemented the MAI

Painting Brush?? in which the mechanisms to realize

factors (i)–(iii) described in Sect. 2.1 are included. These

mechanisms imitate visual and haptic changes. To realize

(i), the mechanism simulates the bending of the brush tip

for visual feedback. To realize (ii) and (iii), the mechanism

simulates both reaction and frictional forces for haptic

feedback.

Figure 12a–c shows the outer appearance of the brush,

the inner mechanisms, and the sizes and position of the

device’s center of gravity, respectively. The weight (not

including the cable) is approximately 170 g. Although it is

still heavier than typical painting brush, by making the

cable to be along by user’s hands, the user’s load was

reduced.

The mechanisms are controlled by three wires that are

simultaneously linked to one motor each. We installed a

DC motor (Maxon, RE10, 1.5 W, gear ratio 4.7:1) as an

actuator that controls the driving distance and the high

resolution of the strength and direction of the reaction

force. We adopted a cylindrical flap with which the user

can sense the reaction force without limiting the way in

which the device should be held. By actuating the motor,

cylindrical flap that is the body of the device is tilted, thus

providing the reaction force to a user’s index fingers and

thumb, and the direction of the tip of the MAI Painting

Brush?? changes and provides the visual feedback based

on the direction of the painting, as shown in Fig. 12d.

The amount of actuating a motor dn (n = motor id) is

calculated by the following equation:

dn ¼ cos h� 2 n� 1ð Þp=Nð Þw ð13Þ

Here, h is the direction angle, N is the total number of

the actuator which are installed to brush device, and w is

the magnitude of reaction force vector.

3.2 Applying the extended model (frictional force)

to MAI Painting Brush11

In the case of applying the extended model (frictional

force) as described in Sect. 2.3.1, the frictional force barely

changes and is similar to the sensation of a vibration. When

the pressure on the canvas increases, the change in the

frictional force also increases, therefore increasing the

magnitude of vibrations. Based on this concept, we chan-

ged the magnitude of vibrations of the cylindrical flap

depending on the movement of the device. The tilt of the

cylindrical flap is controlled by the basic model. At the

same time, by using the frictional force model, the system

vibrates the device based on the tilt of the cylindrical flap.

For controlling the vibrations, we consider the ampli-

tude and frequency of the vibrations. The amplitude can be

calculated by Eq. (4), which is based on the amount of tip

bending and the canvas material. The frequency can be

realized based on the model explained in Sect. 2.3.1.

Specifically, the frictional force changes when the brush

moves on the canvas because the canvas absorbs the water

of the brush tip and the amount of water reduces. Based on

this, we change the frequency of the vibrations depending

on the length of painting. In our system, the user can re-wet

the brush tip using water cup and refill the color by color

palette (See Sect. 6).

3.3 Applying the extended model (brush tip spring)

to MAI Painting Brush11

In addition to the extended model, we applied the brush tip

spring model. As described in Sect. 2.3.2, the time at which

the brush springs back is controlled by the relationship

between elastic force Fe (given by the brush tip’s hardness

k and the amount of bending h) and friction force Ff (given
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Fig. 12 Basic shape of a footprint
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by the friction coefficient of the material l, a normal force

N and weighted-function g(v) depending on the dryness of

the brush tip).

In addition, when the brush tip springs back, it is nec-

essary to provide a reaction force in the same direction as

the brush tip spring. In our device, to provide this sensa-

tion, the system quickly moves a cylindrical flap from the

tilted state (i.e., the brush tip is bent) to the default state of

the brush. The larger the tilt angle of the cylindrical flap

when the brush tip spring begins, the larger the force from

the cylindrical flap. Therefore, the more the brush tip

bends, the stronger the reaction force.

3.4 System configuration

Figure 13 shows our system configuration. We used a

Windows XP PC with an Intel Core i7 Ext 965 CPU and

6144 MB of RAM to manage and display the MR space.

Users watched the MR space and painting results through a

video see-through head-mounted display (HMD) (Canon

VH-2002).

The HMD, brush device and controller for moving virtual

objects (canvas) had magnetic sensors (Polhemus LIB-

ERTY) to detect their positions and orientations. To generate

MR space, the two input images (real world) from cameras of

the HMD were captured and sent to the PC through a video

capture card (ViewCast Osprey-440). Next, the images were

generated using the position and orientation of the HMD

from themagnetic sensor in real time andwere superimposed

onto the real-world images. Thereafter, two output images

from a graphics card (NVIDIA GTX 280) were displayed to

the user by each display of the HMD.

All code in the system was written in C??/CLI in the

.NET framework. We used OpenGL and the OpenGL

Utility Toolkit (GLUT) for the graphics API. The brush

device was connected to the main PC through an input/

output (I/O) box. The I/O box retrieves information from

the devices and sends such information to the main PC,

which then sends back commands to control the devices

using the model described in Sect. 2.

3.5 Mixed reality painting system

As shown in Fig. 14, we developed MAI Painting Expert

2.0, with which users can enjoy digital painting on virtual

3D objects; this system is based on MAI Painting Expert

1.0 (Otsuki et al. 2010). Note that our objective is to pro-

vide visual and haptic feedback from the device. Therefore,

we implemented the system as a testbed that has simple

functions, not as a high-level simulation.

In MAI Painting Expert 2.0, when a user touches a

virtual palette or virtual objects with the brush device (i.e.,

the MAI Painting Brush??), the system provides the

sensation of painting to the user depending on the pressure
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Magnetic sensor controller
(POLHEMUS LIBERTY)

Image (VGA)
Receiver
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from BrushDevice
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HMD Controller
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Fig. 13 System configuration
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Fig. 14 Overview of MAI Painting Expert 2.0
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applied by the brush on the canvas and the painting

direction, which are calculated by the position of the

device. Figure 15 shows the brush tip bending along the

shape of an example virtual surface during painting. Fur-

thermore, using magnetic sensors, the user can move and

rotate the virtual canvas freely.

The occlusion problem of virtual objects hiding the

brush device and the user’s hand is solved by extracting the

area of the brush device and the user’s hand from captured

images. By masking the area, virtual objects are not ren-

dered there. For this extraction, we use the position and

orientation of the brush device and its brightness contrast

with the background. Therefore, we need to make the

environment brighter than the user’s hand and the device.

To confirm whether our device and proposed models are

applicable to painting on a curved canvas or other such

complex surface, we asked four users to paint on a variety

of virtual objects, including a cat, a teapot, a house, and a

dish. Figure 16 shows several examples of objects painted

by users as a preliminary test. All users commented that

when they painted on a curved surface, they could feel the

smoothness of the curve because the resolution of the

reaction force strength and direction were high enough.

Since there is no actual surface, a user cannot experience

the force feedback from a virtual canvas naturally. There-

fore, the user often pushed the device onto the virtual

canvas too much, especially when painting on a curved

surface. This problem occurs because the distance between

the brush device and the surface changes frequently.

However, when users performed digital painting using our

device, they could trace the surface assuredly by the cues

from the sensation of painting. Users also commented that

the sensation of painting was more suitable for painting on

curved surfaces than on flat ones. The reason behind this is

Fig. 15 Painting on a curved surface using the MAI Painting

Brush??

Fig. 16 Painting examples
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that the distance between the device and the surface con-

stantly changes, thereby changing the provided feedback.

From this, we confirmed that our device and proposed

models are effective not only for a 2D canvas but also 3D

objects that include curved surfaces. Regarding processing

speed, we observed that it depends on the detail level of the

canvas. In the case of the teapot, which consists of *7500

polygons, the frame rate is [30 fps. Additionally, the

latency between the applying paint on the surface and the

bending of the brush tip is approx. 500 ms due to actuating

the motor. However, users did not comment that they mind

the delay.

4 User studies

4.1 User study 1: basic model

The MAI Painting Brush?? was evaluated in a user study

with 10 participants (8 males, 2 females, aged between 21

and 25 years, Mean: 23.3). The participants were required to

evaluated the perceived sensations of painting with and

without the basicmodel in the following four tasks (Fig. 17):

(a) touching a virtual object; (b) painting lines; (c) painting

ovals; (d) painting over the edge of a virtual object.

In the case without the basic model, MAI Painting

Brush?? did not provide any visual or haptic feedback,

even if the brush touches the virtual canvas. The brush

stroke is shown, and its width depends on the amount of

pressure toward the canvas. In the case with the basic

model, in addition to the brush stroke, the device provides

both of visual and haptic feedback that change according to

the amount of brush pressure applied to the canvas and

according to the painting direction.

These trials were repeated until the participant was

satisfied; this approach remained unchanged in all user

studies. In this user study, each participant evaluated his/

her sensation of painting with the basic model using a

seven-point Likert scale, with 1 being the most negative

score, 7 the most positive and 4 the baseline that corre-

sponded to his/her experience of painting without the basic

model. The order of the two conditions (i.e., with or

without the basic model) and the four tasks was assigned at

random for each participant.

The results, as depicted in Fig. 18 (regarding the

numeric details, see Table 1), show that our basic model

had a scores[4 for all tasks. All participants commented

that feedback with regard to the strength and direction of

the reaction force greatly improved when the basic model

was applied. Four participants commented that when

painting without the basic model, it was difficult to trace

the surface of the virtual object, and they often put their

device inside it. In contrast, when painting with the basic

model, they could more easily trace the surface of the

virtual object.

From these results, the effectiveness of the mechanism

in the MAI Painting Brush?? with the basic model has

been demonstrated.

Fig. 17 Tasks in user study 1. a Touching the virtual object. b Painting lines. c Painting ovals. d Painting over the edge
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Fig. 18 Results of user study 1
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4.2 User study 2: extended model (frictional force)

In this user study, we confirmed whether we can improve

the stroking sensation in the case of painting lines by

applying the frictional force model.

4.2.1 Measuring the friction and water absorption

coefficients

In preparing for this user study, we measured the friction

and water absorption coefficients of several materials,

including canvas, paper, and ceramic. The coefficients of

each material were measured using the following

procedure.

(a) Friction coefficient

All materials measured in this preparation step were dry.

As shown in Fig. 19, when an object moves distance s

(m) on a slope with a fixed angle in t (sec), the kinetic

friction coefficient ldry is calculated by the following

equation:

ldry ¼ tanw� 2s

g � t2 � cosw ð14Þ

Here, g is the gravitational acceleration. We measured

t (sec) by sliding each object (canvas, paper, and ceramic)

on the slope to calculate the kinetic friction coefficient. To

unify the weight of each object, in the case of canvas and

paper, we covered the underneath of the ceramic with a

piece of canvas or paper.

(b) Water absorption coefficient

The water absorption coefficient is the rate of reduction

of water for each material. We measured this by

painting a line on each material. First, we applied a

fixed amount of water to a dry brush using a dropper.

Next, we painted a line on each material, and then

compare the lengths at which the dry-brush effect first

appeared. Our measurement results are given in Table 2.

Regarding the water absorption coefficient, the values

shown in the table are relative to that of paper, which is

set to be 1.0.

4.2.2 Evaluation of the extended model (frictional force)

Participants were required to paint lines on virtual planes

and compare their perception of the sensation of painting

with and without the extended model (friction-force

model). Note that when the friction-force model was not

applied, we applied only the basic model. As with the

evaluation of the basic model (user study 1), each partici-

pant evaluated his/her sensation of painting with the fric-

tion-force model using a seven-point Likert scale with the

baseline score of 4 corresponding to the case of only the

basic model.

These virtual planes had different properties that imi-

tated the materials described in Sect. 4.2.1 (i.e., canvas,

paper, and ceramic). We informed the participants

regarding the materials used before each trial so they would

know what to expect.

In this user study, we implemented the following

conditions:

(a) paint lines using only the friction coefficient

(b) paint lines using both the friction and water absorp-

tion coefficients

(c) perform (b) after stroking real material with a finger

(d) perform (b) after stroking real material with an

actual brush

First, participants tried and evaluated three materials

under condition (a). Thereafter, they repeated the same

procedure under the remaining conditions. The order was

(b), (c), then (d) because we wanted their evaluations

without any previous knowledge (a and b), and also to

ψ

s

t
Object

Fig. 19 Measurement of the kinetic friction-force coefficient

Table 2 Measurement results of coefficients of each material

Kinetic friction force Water absorption

Canvas 0.410 6.2

Paper 0.287 1.0

Ceramic 0.116 0.62

Table 1 Average and standard deviation of user study 1

Whole cases (a) Touching (b) Painting lines (c) Painting ovals (d) Painting over the edge

Average 5.9 5.4 5.5 6 6.1

Standard deviation 0.54 1.2 0.67 0.77 0.54
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compare with the case of having previous knowledge (c

and d). For each condition, the user performed the test

without the friction-force model for comparison before

the case with the friction-force model. The order of the

three materials was assigned at random for each

participant.

To confirm whether our model successfully presented

differences in materials using only haptic feedback, the

textures shown were the same for all objects. Furthermore,

the participants were 10 new people (8 males, 2 females,

aged between 21 and 25 years, Mean: 22.1) not involved in

user study 1.

Figure 20 and Table 3 show our results, which indicate

that when the friction-force model was applied, the scores

were generally higher, with scores[4 for all materials and

conditions. Therefore, we conclude that, for the stroking

sensation, both the friction and water absorption coeffi-

cients were effective even though the participants had

previous knowledge about the materials by stroking them

with their fingers or an actual brush.

4.3 User study 3: extended model (brush tip spring)

In this user study, 10 participants (9 males, 1 females, aged

between 21 and 25 years, Mean: 22.8 not involved either in

user study 1 or 2) were required to paint lines on a virtual

plane, as in user study 2. They were then asked to evaluate

their sensation of painting with and without the brush-tip

spring model. Without the brush-tip spring model, we

applied only the basic model. We asked the participants to

roll their wrist during painting, as depicted in Fig. 21, to

bend the brush tip with a downward movement of the

brush, and then to let it spring back free of the canvas. The

participants evaluated the resulting sensation of painting in

the case with the brush-tip spring model using a five-point

Likert scale, with the baseline score of 3 corresponding to

the case without the brush-tip spring model.

Figure 22 and Table 4 show our results, which indicates

that when the brush-tip spring model was applied, the score

was generally higher. However, three participants com-

mented that although they could recognize the difference
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Table 3 Average and standard deviation of user study 2 (upper row: average, bottom row: standard deviation in each material)

Material Whole

cases

(a) Friction

coefficient only

(b) Friction and water

absorption coefficient

(c) Stroking with

finger—[perform (b)

(d) Stroking with actual

brush—[perform (b)

Canvas 5.3 4.7 5.8 5.3 5.4

0.62 0.64 0.40 0.64 0.80

Paper 5.975 5.5 5.9 6.2 6.3

0.61 0.50 0.70 0.60 0.64

Ceramic 5.95 5.3 6 6.4 6.1

0.75 0.90 0.77 0.49 0.83

Fig. 21 Rolling of the wrist

during painting
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between the cases with and without the model, they were

unsure whether it was indeed the brush-spring model,

because the difference was so small. To address this

problem, we must improve the mechanism rather than the

model, for example, by improving the range of movement

of the cylindrical flap or improving the response speed of

the motors, thus providing a larger feedback force on the

user’s hand.

5 Discussion and future work

One limitation of our method is that our device cannot stop

the user’s movement if he/she pushes the device into the

virtual canvas, because it is an ungrounded haptic feedback

device. However, as shown in the preliminary study in

Sect. 3.5 and the user studies in Sect. 4, by using visual and

haptic feedback, our system could provide the sensation of

painting even if the canvas was a virtual object, and make

the users to trace its surface.

Regarding the size of working area, as we mentioned in

Sect. 3.4, the size is in excess of a sphere of radius 90 cm

in our system. This is dependent on the range of tracking

sensors, and we used Polhemus Liberty as one selection. If

we change the tracking method (e.g., optical tracking,

tracking by computer vision), the size of working area can

be extended for from desktop operation to wall or room-

size operation.

Because our focus was to develop a device that could

provide visual and haptic feedback for painting on virtual

objects, we developed the associated painting system, MAI

Painting Expert 2.0 as a testbed for confirming the

effectiveness of our proposed model, and it has only certain

simple functions. Nevertheless, the actual painting brushes

allow certain interesting and unique expressions, such as

blotting and soft and hard edges. These expressions are

already available in the painting simulation systems men-

tioned in the related studies (Sect. 1). By collaborating

with the authors of related painting systems, it would be

possible to improve painting expressions of our system in

the future.

Regarding the user studies, we confirmed via qualitative

evaluation that our proposed model and the mechanism of

the device were effective. However, we did not conduct a

user study that involved a qualitative comparison with a

real experience. Therefore, we plan to conduct such qual-

itative evaluation in future work.

The target user of our system is regardless of being a

professional or an amateur. We simply provided a new

input device for digital painting for the user who wants to

watch the tip of the brush bend and feel the reaction and

friction forces between the brush and the canvas, as we

described in Sect. 1. In this study, although our system is

very primitive, if it could be improved in relation to its

tracking accuracy and performance, we believe that it has

the potential to satisfy professional users.

In 2D digital painting, users often print out their work.

Therefore, we believe that many users may wish to have a

physical 3D rendition of their work here as well. The

simplest method would be to use commercial software that

generates papercraft from 3D objects with texture. It is also

possible that using a high-grade method such as a 3D

printer and the industrial hydrographics technique. For

future work, we plan to connect our system to such 3D-

output ones. We believe that our technology can encourage

digital creation.

6 Conclusion

Previously, we developed an MR-based painting system

that allows users to enjoy digital painting on visualizations

of real objects and to experience a painting sensation

similar to that of actual painting. However, because both

real and virtual objects can be manipulated in MR space,

the purpose of this study has been to develop a system with

which users can paint on virtual objects (both 2D and 3D

ones) directly in a manner similar to actual painting. When

painting on virtual objects, the main problem we faced was

how to provide the sensation of painting to the user. To

solve it, we designed and developed a brush device, the

MAI Painting Brush??, that has visual and haptic feed-

back mechanisms.

We first analyzed actual painting techniques, from

which we developed a painting model. Next, based on this
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Fig. 22 Results of user study 3

Table 4 Average and standard

deviation of user study 3
Average 5.3

Standard deviation 0.62
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model, we designed and developed a brush device with

mechanisms that provide the sensation of painting. Our

device controls the brush tip and a cylindrical flap via three

wires and three motors in order to represent tip bending

both visually and haptically via the reaction force by

moving the cylindrical flap while the user paints on the

virtual object.

We defined the force generated by ‘‘pushing back’’ from

the canvas combined with the frictional force between the

brush and the canvas as the ‘‘reaction force,’’ and then

developed a basic model to represent it. Furthermore, we

developed an extended model that consists of the following

two sub-models: (1) the friction-force changing model,

which provides different sensations based on the canvas

material and the amount of water in the brush tip, and (2)

the brush-tip spring model, which provides a haptic feed-

back when the brush springs back after the user presses its

tip onto the canvas. Through our various user studies, we

confirmed the effectiveness of our device and proposed

models.
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