
Casting Virtual Shadows Based on Brightness Induction

for Optical See-Through Displays

Shinnosuke Manabe*

Ritsumeikan University

Sei Ikeda†

Ritsumeikan University

Asako Kimura‡

Ritsumeikan University

Fumihisa Shibata§

Ritsumeikan University

ABSTRACT

This paper proposes a novel method for casting virtual shadows on
real surfaces on an optical see-through head-mounted display with-
out any extra physical filter devices. Instead, the method presents
shadows as results of brightness induction. To produce brightness
induction, we place a texture of the real scene with a certain trans-
parency around the shadow area to amplify the luminance of the
surrounding area. To make this amplification unnoticeable, the
transparency of the surrounding region is gradually increased as
the distance from the shadow region. In the experiment with 23
participants, we confirmed that users tend to perceive the shadow
region is darker than a non-shadow area under the conditions where
a circular virtual shadow is placed on a flat surface.

Index Terms: Human-centered computing—Human-computer in-
teraction (HCI)—Interaction paradigms—Mixed / augmented re-
ality; Human-centered computing—Human-computer interaction
(HCI)—Interaction devices—Displays and imagers

1 INTRODUCTION

Optical see-through head-mounted displays (OST-HMDs) have sev-
eral advantages such as wide field of view (FOV), and no latency,
no insufficiency of resolution or contrast with respect to viewing
the real scene including the peripheral FOV in mixed reality space.
These advantages are based on the fact that a portion of the light
rays from real scenes directly reaches the retina. This characteris-
tic of OST-HMDs also becomes a disadvantage in situations where
controlling the amount of incident light is required.

One example of such situations is the case where shadows are
rendered on real surfaces. Shadows are an effect in which the illu-
minance to a surface is relatively lower than that of the surrounding
area. Shadows play various important roles in virtual object percep-
tion with regard to position relative to the surrounding environment,
movement of virtual objects themselves, and light sources [7]. Spa-
tial light modulators (SLMs) allow one to control the intensity of
each light ray [4]. In this approach, there is no method compati-
ble with devices that are both small and highly transparent [3]. If
projectors are available, shadows can be presented by raising the
illuminance of the whole region excect the shadow area without
using such SLMs [2] The adaptation functions of the human vi-
sual system, such as pupillary reflex and brightness constancy, work
much as the auto gain control system in cameras does. As a result,
observers feel that the shadow part becomes darker than the sur-
rounding becoming brighter. Even if projectors are not available,
it is possible to present shadows by overlaying the real texture [3]
to amplify the luminance of the whole FOV except the shadow re-
gions. However, this method is not available when the overlay FOV
is narrower than the peripheral FOV, as it is in most OST-HMDs.
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(a) Real scene. (b) Virtual objects. (c) Augmented view.

Figure 1: Virtual shadows used in the experiment. The real scene
(a) and the augmented view (c) were captured through the HoloLens
without and with the virtual object images displayed (b), respectively.
The gradations in these images may or may not stand out depending
on the color profiles of desktop displays or printers.

In this paper, we propose a method for casting virtual cast shad-
ows real surfaces in an OST-HMD without any SLMs or projectors.
The method presents shadows as results of the combination of the
following two visual phenomena with regard to perception of bright-
ness: i) overall brightness in a local area of the FOV is normalized
so that an area surrounding a region with higher luminance is per-
ceived to be darker than the real [6], ii) the human visual system is
insensitive to gradual luminance changes [1]. Specifically, we place
a virtual bright region (referred to as shadow inducer) around the
area users might identify as a shadow (referred to as shadow region).
In the shadow inducer, we set the contrast at the inner border of the
shadow inducer high, and the outer border is a gradation. While
a similar approach to ours has been patented [5], no experimental
evidence was provided.

2 EXPERIMENTAL METHOD

We presented a circular shadow on a flat surface for simplification
of the gradation. In particular, we amplified the luminance of the
real scene by overlaying the real image with a transparency α as

O = (1+α) I,

where I is the luminance of the light ray from the point on the real
surface, and O is the luminance of the presented surface. The grada-
tion we applied is represented by the following linear interpolation.

α = αmax
r1 − r

r1 − r0
,

where αmax is the maximum transparent coefficient, and r, r0, and
r1 are distances from the center of the shadow, the boundary of the
shadow, and the end of the gradation. In our experiment, αmax, r0,
and r1 were set as 0.4, 40 mm, and 180 mm, respectively.



In the experiment, we investigated whether participants per-
ceived the shadow as darker than the original area under the fol-
lowing three conditions using two displays (flat ordinary display
and HoloLens as an HMD) and two scenes (checkerboard pattern
and wooden texture).

Condition 1 For this condition, 23 unpaid participants (21
males, and 2 females; age 21 to 26) were recruited from a local
university. All participants had normal or corrected to normal vi-
sion. We gave each participant a Google Form based questionnaire.
We asked each participant to memorize the following three kinds of
information:

• The positional relationship of the grid and the virtual object,
• A point in the shadow inducer as a reference,
• Two points X and Y in the shadow and non-shadow regions,

respectively.

After that, the participants were asked to look at the camera-
captured image, taken through the OST-HMD, that shows a green
sphere and the surrounding region of the shadow over a real
checkerboard-texture plane, as shown in Figure 1(c), and to rate
the perceived brightness of X and Y assuming that the reference
brightness is 100. Then, the participants were asked to input two
magnitudes of their perceived brightness.

Condition 2 For this condition, 23 participants (21 males, and
2 females; age 21 to 26) with normal or corrected to normal vision
were recruited in the same manner as for Condition 1. Of those, 20
had participated in the experiment of Condition 1. We showed each
participant the same illustration and asked them to memorize the po-
sitions of X , Y , and the reference in the same manner as Condition 1.
The participants observed the same virtual objects and background
shown in Figure 1(a) not on the desktop display but through the
OST-HMD so that the participants could slightly change the view-
point from their standing point by moving their head. After that,
we asked each participant to stand in front of the checkerboard and
rate the perceived brightness of X and Y in the same manner as for
Condition 1.

Condition 3 For this condition, 23 participants (22 males, and
1 female; age 21 to 26) with normal or corrected to normal vision
were recruited similarly to the first two conditions. The same 20
participants from Conditions 1 and 2 were among the participants.
Two of the others participated in Condition 2, and the third partici-
pated in Condition 1. We used a wooden surface as shown in Fig-
ure 1(a) as a background. In order to indicate where the participants
should look, we displayed triangle indicators around the target area.
The participants recognized the target points X, Y, and reference
from the intersection of two straight lines connecting the paired tri-
angles. Before presenting this visual stimuli, the participants asked
to memorize the positions, as in Conditions 1 and 2. The method of
evaluating the brightness and the target positions were completely
the same as in Conditions 1 and 2.

Since there was almost no order effect in the preliminary ex-
periments, the order of experiencing the three conditions was not
counter-balanced. This experimental result also showed almost no
order effects. For quantitative evaluations, we used an average of
the magnitude values and a dimming rate of the shadow part X to
the non-shadow one Y . For data analysis, we applied the paired t-
test to compare X and Y and the Tukey-Kramer method to compare
the conditions.

3 RESULTS AND FUTURE WORK

Figure 2 (a) shows the average magnitude values of the points X and
Y in each condition. In every condition, the perceived brightness of
the point X in the shadow area was significantly darker than that
of the point Y in the non-shadow area. This result supports our
hypothesis.

Figure 2 (b) shows the average dimming rate of the point X rela-
tive to the point Y in each condition. From this figure, the dimming

Figure 2: Results of the experiment. (a) Average magnitudes of per-
ceived brightness of the points X and Y . (b) Average dimming rates
of perceived brightness. The bottom and top of the whiskers indicate
the 5th and 95th percentiles, respectively. The bottom, middle, and
top of the boxes represent the 1st quartile, the median, and the 3rd
quartile, respectively.

rate in Condition 3 was found to be significantly lower than that
in both Condition 1 and 2 although we did not find a significant
difference between Conditions 1 and 2. One natural explanation
for this result may be that the dimming rate of a virtual shadow
relative to the original depends on the background patterns. This
is supported by previous work showing that the brightness contrast
occurs more strongly when the surrounding inducer region has com-
plex patterns [6] rather than homogeneous patterns.

Future work will include generating the shadow inducers auto-
matically from any given scene. For this purpose, we will intro-
duce a computational model of brightness induction in addition to
conventional shadow rendering techniques such as 3D scene recon-
struction, illumination environment estimation, and shadow map-
ping. By computing predicted perceived brightness images from
camera images, the system must be able to estimate some sort of
optimal shadow inducer that presents the target shadows on the pre-
dicted image. Such a computational model potentially realizes rep-
resentation of situations in which a shadow exists on a non-planar
surface or a plurality of shadows overlap each other. We will also
confirm the usability of the proposed method in some applications.

REFERENCES

[1] B. L. Anderson and J. Winawer. Image segmentation and lightness

perception. Nature, 434:79 – 83, 2005.

[2] O. Bimber, A. Grundhofer, G. Wetzstein, and S. Knodel. Consistent

illumination within optical see-through augmented environments. In

2nd. IEEE and ACM proc. Int. Symp. Mixed and Augmented Reality,

2003., pp. 198–207, 2003.

[3] Y. Itoh, T. Hamasaki, and M. Sugimoto. Occlusion leak compensation

for optical see-through displays using a single-layer transmissive spa-

tial light modulato. IEEE Trans. Visualization and Computer Graphics,

23(11), 2017.

[4] K. Kiyokawa, M. Billinghurst, B. Campbell, and E. Woods. An oc-

clusion capable optical see-through head mount display for supporting

co-located collaboration. pp. 133–141, 2003.

[5] M. Lamb. Display of shadows via see-through display, Apr. 12 2016.

US Patent 9,311,751.

[6] S. Masataka and E. Kimura. Local computation of lightness on articu-

lated surrounds. i-Perception, 3(8):505 – 514, 2012.

[7] N. Sugano, H. Kato, and K. Tachibana. The effects of shadow represen-

tation of virtual objects in augmented reality. In 2nd. IEEE and ACM

proc. Int. Symp. Mixed and Augmented Reality, 2003., pp. 76–83, 2003.


	Introduction
	Experimental Method
	Results and Future Work

