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a b s t r a c t 

In this paper, we present two effects of illusion-based virtual shadows on a real surface for optical see- 

through head-mounted displays without devices that selectively reduce or intercept light rays from the 

real scene. The virtual shadows are based on the simultaneous brightness-contrast illusion in which a 

central region surrounded by a lighter one is perceived as darker than one without such a lighter region. 

To display a virtual shadow, a virtual object with a real image texture is placed around the shadow 

region as the lighter region to provide a sense of a darker area. We conducted two kinds of experiments 

to validate the feasibility of our method. The first experiment showed that users tend to perceive the 

virtual shadow part as darker than the surrounding area with the same physical luminance. The second 

experiment provided evidence that there are cases in which the virtual shadows can improve the reality 

of virtual objects. 

© 2020 Elsevier Ltd. All rights reserved. 
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. Introduction 

Optical see-through head-mounted displays (OST-HMDs) are the

ost promising displays for augmented reality (AR) in the sense

hat the optical element is already thinned to the same level as

rdinary glasses [1] . As far as we know, there is no example of

he same level of thinning that has yet been achieved with video

ee-through HMDs. However, such AR glasses have no prospect at

ll for the means to attenuate each light ray from the real scene

 Section 2.1 ). The inability to physically control the amount of the

ncident light reaching the retina means that the virtual objects

ccluding or shadowing real objects cannot be represented. 

The aim of this paper is to show the possibility of relaxing

ne of the limitations by using visual effects. Specifically, we

emonstrate the feasibility of our virtual shadow representation

ethod using brightness contrast on OST-HMDs. Fig. 1 shows

xamples of the virtual shadow representation. In this method, a

right virtual object (hereinafter referred to as the shadow inducer )

s placed around the area to be shadowed (named the shadow

egion ) in order to induce the brightness contrast. The shadow

nducer amplifies the luminance of the real surface so that the

oundary between the shadow region and the shadow inducer

ecomes a strong edge. The outer edge of the shadow inducer

s weakened gradually to make it more difficult to detect the

uminance amplification. 
∗ Corresponding author. 
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In the experiments, we show the feasibility of our method from

he following two perspectives. The first experiment was designed

ased on a psychophysical aspect. We have demonstrated that the

hadow areas are perceived darker than the original texture. The

econd experiment was designed from another perspective con-

erned with the quality of the virtual shadows represented by the

hadow inducers. We demonstrated that there are cases where the

hadow inducers can improve the perception of a material of vir-

ual objects. We chose transparent objects as virtual objects which

re required to render caustics. The results show that it is possible

o not only add a virtual darker region than the real environment,

ut also combine brighter regions with darker regions. Through the

bove two experiments, it is shown that our method is applicable

or both opaque and transparent virtual objects. 

. Related work 

.1. Occlusion-Capable OST-HMDs 

The only means to manipulate pixel-wise transmittance of dis-

lay devices is to use spatial light modulators (SLMs), which are

lectrically programmable devices to modulate light pixel by pixel

uch as in liquid crystal displays (LCDs), digital micromirror de-

ices (DMDs) and liquid crystal on silicon (LCOS) displays. HMDs

ith SLMs can be potentially applicable for the representation of

cclusions of real objects and virtual shadows on real surfaces.

o our best knowledge, the earliest occlusion capable HMDs using

CDs were ELMO-1 through ELMO-4, whose sizes were larger than

uman faces, developed by Kiyokawa et al. [2,3] . To avoid blurring

https://doi.org/10.1016/j.cag.2020.07.003
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cag
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cag.2020.07.003&domain=pdf
mailto:ikeda.sei.jp@ieee.org
https://doi.org/10.1016/j.cag.2020.07.003
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(a) A virtual plastic bottle on a real stone floor. (a) A virtual wine glass on a real newspaper. (a) A virtual glass dish on a real Moroccan tiled floor.

Fig. 1. Examples of augmented transparent objects with virtual shadows. All the images were captured through an OST-HMD (Microsoft HoloLens). Each object at the center 

of each image was a virtual object placed on a real planar surface where there were not any shadows originally. To make observers perceive the shadow as darker than the 

real surface, a brighter virtual object (i.e., shadow inducer) with the same texture as the real surface was overlaid. (See Appendix for the acquisition method of all the real 

scene images containing virtual objects throughout this paper.). 
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of occlusion regions, the HMDs were designed to secure the focal

length of the display by arranging multiple optical elements in a

complicated manner. 

Since then, several technologies using DMDs [4] and

LCOS [5–7] have been proposed to solve the lack of transparency

in LCDs. However, they initially had not yet reached a level to

discuss miniaturization and safety. OST-HMDs were dramatically

downsized after the introduction of computational photography

and wave optics approaches [8–10] . 

Itoh et al. [11] have developed a method that can make the

thinnest OST-HMDs with occlusion capability at present. They

compensated the blur of the occlusion regions by overlaying real

images to the display without taking the approach of keeping the

optical path long. Just as in their approach, our method also aug-

ments real image textures taken from a user-perspective camera.

As described above, the thinning of optical elements in OST-HMDs

is certainly progressing. However, the use of such SLMs means that

the user’s view may be lost in the event of a malfunction or failure.

In this paper, we assume AR glasses without such SLMs. 

2.2. Brightness induction 

Our method is based on brightness induction. A large number

of studies on brightness induction have been done in the field of

human vision and neuroscience. The purpose of our research is

neither to investigate the conditions under which such brightness

induction occurs itself nor to elucidate the human vision system.

Here, we pick up and introduce some research strongly relevant to

our method or experiment. 

Brightness induction is a general term for the phenomena that

the perceived brightness of a region is modulated by the surround-

ing pattern. By making the surrounding area brighter or darker,

it is possible to make the perceived brightness appear darker or

lighter, respectively, than the original luminance [12] . This effect

has been confirmed not only in experimental environments but

also in real environments [13,14] . The target region should be close

to the surrounding one [15–17] , and smaller than the surrounding

region [18] . The strength of this effect depends on the pattern of

the surrounding region [17,19,20] . 

2.3. Shadow representation using brightness illusions 

In spatial AR, researchers have proposed an approach to rep-

resent virtual shadows casting on real surfaces based on decreas-

ing the relative brightness of the shadow region by brightening the
hole field of view (FOV) [21,22] . The main common point to this

ork is the use of the perceptual phenomenon of brightness. 

Similar concepts has been patented [23,24] . They proposed sim-

lar methods for representing shadows by projecting a spotlight-

ike pattern around a virtual shadow region in spatial augmented

eality in the same way as the method used in the current pa-

er. Unlike the work just described [21,22] , a gradation was added

ccording to the distance from the shadow area instead of light-

ning the whole environment. Their patent documents, however,

o not provide any experimental evidence or any parameters that

ere confirmed to be effective. [25] have shown similar effects,

nd then Kimura et al. [26] and Manabe et al. [27] have exhibited

eal-time demonstrations of similar shadow representations using

ST-HMDs. In contrast to the patents, the goal of the current work

s to explain these experiments in detail and to show the evidence

f the effects of our shadow inducers. 

. Design of the shadow inducers 

This section first describes the photometric model for insert-

ng a shadow inducer. We clarify the conditions under which

hadow inducers can be synthesized using real images of a user-

erspective camera. Then, we also explain its implementation

ethod using the model. 

.1. Photometric model around the boundary 

The shadow inducers that create the illusion of virtual shadows

o not simulate the physical phenomena themselves. With that be-

ng said, there is a risk that the reality decreases if the area around

he shadow region is recklessly brightened. Therefore, we avoid a

ecrease in reality as much as possible by locally reproducing the

ptical phenomenon. 

Specifically, a shadow inducer is presented by rendering as

f the intensity of the existing light source was partially high.

his operation is not difficult if we know or can estimate the

hree-dimensional geometry, the surface reflectance [28] , and the

ighting conditions (i.e., the intensity and distribution of the light

ources) [29] of the real scene. As a frequently encountered condi-

ion in practical use, we introduce the following assumptions. First,

he scene geometry is a plane. Second, the light distributions can

e approximated by a single point light source and ambient light.

he position and strength of the light source are known. The last

ssumption is about the shadowing model described as follows. 
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(a) Non-shadowed point

(b) Shadowed point

Fig. 2. Shadowing models. The luminance amplification coefficient at the boundary 

point between the shadow inducer and shadow region can be calculated as a ratio 

of the luminance values of shadowed (a) and non-shadowed (b) points. 
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We adopted a shadowing model where the strength of reflec-

ion r is proportional to the strength of the point light source l .

his assumption is followed by most reflection models, including

he bidirectional reflectance distribution function (BRDF) model.

ig. 2 (a) shows the illumination of a non-shadowed point. In this

ituation, the radiance r of the reflection is represented by using

he irradiance l from the point light source and the ambient light

erm a as follows: 

 = f (ω l , ω r ) l + a, (1)

here f ( ω l , ω r ) is the BRDF of the light vector ω l and the eye vec-

or ω r . In general, the ambient light is treated as a constant term.

onsidering that the single light source illuminates the atmosphere

nd surrounding environment and then provides illuminance that

oes not depend on the viewpoint or the light source position,

he ambient factor can be considered to be proportional to the ra-

iance l and reflection coefficient ρ = 

∫ 
f (ω l , ω r ) n · ω l dω l as ex-

ressed by a = ρkl, where k is its constant of proportion and n is

he surface normal. 

For a shadowed point, a direct illumination from the point light

ource does not exist, as shown in Fig. 2 (b). In this case, the re-

ected light r 0 is equal to only the ambient term: 

 0 = a. (2) 

In our method, the luminance around the shadow is locally am-

lified with the ratio α of the luminance of the shadow region to
0 
he non-shadow one as follows: 

0 = 

r 

r 0 
= 

f (ω l , ω r ) + ρk 

ρk 
. (3) 

s shown in Fig. 2 (a), the light reaching the retina is the sum

f the light r from the real scene and the light v from the vir-

ual object, r + v , as presented on the HMD. The luminance of the

hadow inducer near the shadow boundary should be displayed

o that r + v = α0 r. On the HMD, an image with the luminance of

 = ( α0 − 1) r is displayed. According to this equation, we require

he BRDF f ( ω l , ω r ) and the proportion coefficient k as parameters

f the real environment. 

.2. Practical implementation of the shadowing inducers 

Here, we explain a more practical model, which requires ad-

itional assumptions. It is the method we actually used in the

xperiments described in Sections 4 and 5 . The image acquired

rom a user-perspective camera is a record of the radiance from

he real scene without a shadow. In order to use this image for

ther viewpoints, we can additionally assume the Lambertian re-

ection, f (ω l , ω r ) = ρd /π cos θl , with a diffuse coefficient ρd for

ase of implementation, where θ l is the zenith angle of the light

ector ω l . We deal with this image as the texture of a shadow in-

ucer. Specifically, the user perspective image is multiplied by the

atio α0 defined as follows: 

0 = 

r 

r 0 
= 

ρd /π cos θl + kρd 

kρd 

= 

cos θl + kπ

kπ
. (4) 

We saw that the number of the parameters can be reduced by

pplying the above practical assumptions. The remaining parame-

ers, i.e., the light source direction θ l and the ambient coefficient

 , must be estimated by sensing the real environment or should

e determined empirically. For the experiments in this paper, we

anually set the 3-D position of the point light source and com-

uted the shadow regions by the traditional shadow mapping al-

orithm [30] . The coefficient k was empirically chosen. We tuned

oth parameters while looking at the rendering results. 

Finally, we can explain how the luminance of the shadow in-

ucer at the boundary was set. The amplification coefficient α of

uminance at a point P is determined by the following linear gra-

ation function depending on the distance d from P to the closest

hadow region point Q : 

(d) = α0 
D − d 

D 

, 

here D is the distance from Q to the outer edge point of the

hadow inducer on the extension of the line segment QP . 

Assuming the Lambertian surface, the environment can be

reated as a static object. In each of the following experiments, we

reated a shadow inducer generated from the acquired image us-

ng the method described above, and placed the shadow inducer

n Unity as a textured planar object. 

. Experiment 1: Perceived brightness 

The results presented here demonstrate that users perceived

he area of the virtual shadow as dark. This means that the shadow

rea was perceived relatively darker than not only the shadow in-

ucer region but also than a non-overlaid region with the same lu-

inance as the shadow region. The hypothesis of this experiment

as that users would tend to perceive the shadow region to be

arker than a non-overlaid region. 



144 S. Ikeda, Y. Kimura and S. Manabe et al. / Computers & Graphics 91 (2020) 141–152 

(a) Real scene. (b) Virtual objects. (c) Augmented view.

Fig. 3. Virtual shadows used in the experiment. The real scene (a) and the augmented view (c) were captured through the HoloLens without and with the virtual object 

images (b), respectively. Note that the shadow inducers in (c) may be affected by the color profile of the display or printer used to view them. 
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4.1. Visual stimuli 

Our experimental design was inspired by “Checker Shadow Illu-

sion,” a computer-generated figure published on the Web by Adel-

son [31] . In this figure, there is a cylinder on a floor with a

checkerboard pattern; a soft shadow of the cylinder is cast on the

floor. In this illusion, observers compare two points A and B , which

are placed at the center of gray and black checks, respectively. The

gray check A is shadowed by the cylinder, but the black one is

not. Most observers of this illusion answer that the gray check is

brighter than the black one, when in fact, the two luminance val-

ues are actually the same. Our visual stimuli and procedure basi-

cally followed the manner of demonstrating the checker shadow

illusion. 

The major differences of our experiment from the checker

shadow illusion were as follows: 

• Three conditions were prepared. 
• The scene containing a shadow was represented by the shadow

inducer and presented through an OST-HMD. 
• The observers did not directly compare the two points with the

same luminance, but rather rated brightness magnitudes com-

pared with a reference point. 

In addition to these differences, we made some changes to the

floor and the object according to the purpose of this experiment,

as shown in Fig. 3 . First, the object casting the shadow was not

a cylinder but a sphere and was made so as to appear to float

above the background, because the shadow was required to be

small and visible from the observer’s viewpoints. Second, the back-

ground grid was set larger than the original one and changed to
0 × 10 because the space for the shadow inducer was required in

ddition to the shadow and non-shadow regions. 

We considered that some similar brightness induction was

ikely to occur even on OST-HMDs if the conditions were close to

he checkerboard illusion. In contrast, such illusions would be less

ikely to occur if the conditions were far from the original one.

herefore, in order to set a stage that gradually varied from the

riginal, we prepared the following three conditions: 

Condition 1: As a visual stimulus, we used a camera-captured

image taken through the OST-HMD that showed a green

sphere over a real checkerboard-patterned plane, as shown

in the upper row of Fig. 3 (c). Each participant observed

this image on their own individual desktop display. There-

fore, the resolution, view angle, and monitor color settings

were not controlled. 

Condition 2: Each participant observed the same virtual ob-

jects and background as in Condition 1 but through the

OST-HMD (and not on a desktop display) so that participant

could slightly change the viewpoint from a standing point

by moving their head left or right. The height of the physi-

cal checkerboard background was adjusted according to each

participant’s height. 

Condition 3: We presented the same sphere over a wood grain

surface as a visual stimulus in this condition, as shown in

the lower row of Fig. 3 (c). As in Condition 2, each partic-

ipant observed this through the OST-HMD from free view-

points standing at the same position. Unlike the checker-

board pattern, it was more difficult to indicate a certain cell

with this surface. 
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(a) Illustration for instruction. (b) Actual view in evaluation.

Fig. 4. Illustration and actual view in Conditions 1 & 2. The participants were asked to observe the points in the illustration (a) before evaluating the brightness values in 

the actual view (b). 
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The initial geometric registration was performed manually. For

ach participant, the position of the virtual objects was refined

y keyboard input before the instruction. While the participants

ere observing the target, we used frame-by-frame tracking on

he HoloLens to maintain the initial precise registration. The

hotometric calibration was performed based on the linear re-

ationships between the image intensity and illuminance of the

amera, and between the output image intensity and luminance of

he OST-HMD. The parameters for the linear gradation, α0 and D ,

ere set as 0.4 and 140 mm, respectively. 

.2. Participants & procedures 

Condition 1 . We had 23 unpaid participants (aged 21 to 26) re-

ruited from a local university. All participants had normal or cor-

ected to normal vision. 

In this condition, each participant completed a questionnaire

sing Google Forms. After providing some basic information, each

articipant was then asked to carefully look at the illustration

hown in Fig. 4 (a) and memorize the following three kinds of

nformation: 

• The position of the virtual object on the grid, 
• The point with a red label 100 as a reference, 
• Two points with a green label X and a blue label Y , whose

brightness participants should also evaluate. 

Lastly, each participant was asked to look at the augmented im-

ge shown in Fig. 4 (b) and rate the perceived brightness of X and

 , assuming the brightness of the reference was 100. Then, the par-

icipant asked to input two magnitudes of their perceived bright-

ess. 

Condition 2 . In this condition, 23 participants (aged 21 to 26)

ho had normal or corrected to normal vision were recruited in

he same way as the previous condition (20 of those participated

n the experiment of Condition 1) 1 . 
1 Initially, we attempted to perform the three conditions of Experiment 1 with 

he same set of participants because of the insufficient number of participants avail- 

ble. After conducting Condition 1, three of them were unable to participate. There- 

ore, the additional participants were recruited in Condition 2 and 3. 

w  

p  

c  

m  

d

In this condition, everything was explained to the participants

erbally. We showed each participant the same illustration shown

n Fig. 4 (a), and asked to memorize the positions of X , Y , and the

eference in the same manner as Condition 1. After that, we asked

ach participant to stand in front of the checkerboard as shown in

ig. 5 and to rate the perceived brightness of X and Y . 

Condition 3 . For this condition, 23 participants (aged 21 to 26)

ho had normal or corrected to normal vision were recruited in

he same way. The same 20 participants also were in this con-

ition from the two earlier ones; two of the others participated

reviously only in Condition 2; the other one had participated

nly in Condition 1. The difference from Condition 2 is that we

sed a wooden surface as a background. Unlike Conditions 1 and 2

hat used a checkerboard pattern, it was difficult to indicate the

ositions where the participants should look. We displayed tri-

ngle indicators, shown in Fig. 6 (b). Participants recognized the

arget points from the intersection of two straight lines connect-

ng the paired triangles with the same color. Before presenting

his visual stimulus, the participants were asked to look at an il-

ustration shown in Fig. 6 (a) and memorize the positions in a

imilar manner as in Conditions 1 and 2. Evaluating the bright-

ess and the target positions were performed in the same man-

er as in Conditions 1 and 2 (except for the differences in iden-

ifying the targets as previously described). Since there was al-

ost no expected order effect in the preliminary experiments,

he order of experiencing the three conditions was not counter-

alanced. We gave time intervals of more than 24 hours be-

ween two different conditions so that order effects were unlikely

o occur. 

For quantitative evaluations, we used an average of the mag-

itude values and a dimming rate of the shadow region X to the

on-overlaid one Y . Before the analyses, we applied the Shapiro-

ilk method [32] . The magnitude values of X and Y in all the

onditions and the dimming rates of Condition 1 and 3 were

ot rejected ( p > . 05 ), only the dimming rates of Condition 2

ere not normally distributed ( p < . 05 ). Therefore, in the com-

arison between X and Y , we applied the paired t -test. For the

omparison of three dimming rates, we used the Steel-Dwass

ethod [33,34] , which is a non-parametric test assuming general
istributions. 
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Fig. 5. The experimental setup for Conditions 2 and 3. The checkerboard sheet was used only for Condition 2. The height of the sheet was adjusted according to the height 

of the participant’s head. 

(a) Illustration for instruction. (b) Actual view in evaluation.

Fig. 6. Illustration and actual view in Condition 3. We used the triangle indicators to specify the positions of the evaluation points without affecting the brightness perception 

around them. Each participant was asked to observe and remember the evaluation points in the illustration (a) before looking at the actual view (b) for evaluation. 
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4.3. Results & discussion 

Fig. 7 (a) shows the average magnitude values of the points X

and Y in each condition. In every condition, the perceived bright-

ness of the point X in the shadow region was significantly darker

than that of the point Y in the non-overlaid region. Fig. 7 (b) shows

the average dimming rate of the point X relative to the point Y in

each condition. From this figure, the dimming rate in Condition 3

was significantly lower than that in both Conditions 1 and 2 al-

though we did not find a significant difference between Conditions

1 and 2. 

From the results in Fig. 7 (a), it can be said that users tend to

perceive the shadow region inside the shadow inducer as darker

than the non-overlaid region even though no virtual objects were

overlaid on either region. According to the fact that the lumi-

nance of the non-overlaid region was the same as the original

one, it is natural to consider that users tend to perceive the

shadow region as darker than the original brightness of the real

scene even on OST-HMDs. On the other hand, as in the case of

the Craik-O’Brien-Cornsweet illusion, the brightness of the side
ith the gradually decreasing luminance can appear higher than

he other side. Judging from the experimental results, it is not

nthinkable that the reason for the difference in brightness be-

ween X and Y was because observers felt the non-overlaid re-

ion including the point Y was brighter than the original. If so,

here must have been a difference in perceived brightness be-

ween the non-overlaid region and the peripheral FOV where no

omputer graphics can be presented. However, there were no data

rom our study that specifically addressed this. We may, there-

ore, reasonably conclude that users perceived the shadow re-

ion inside the shadow inducer as darker than the non-overlaid

egion. 

One natural explanation for the results in Fig. 7 (b) may be

hat the dimming rate of a virtual shadow relative to the orig-

nal depends on the background pattern. This is supported by

revious work showing that the brightness contrast occurs more

trongly when the surrounding inducer region has complex pat-

erns [17,19,20] rather than homogeneous patterns. It is necessary

o check the dimming rate in advance or to predict it with some

isual model. 
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Fig. 7. Results of the experiment. (a) Average magnitudes of perceived brightness of the points X and Y . (b) Average dimming rates of perceived brightness. The bottom and 

top of the whiskers indicate the 5th and 95th percentiles, respectively. The bottom, middle, and top of the boxes represent the 1st quartile, the median, and the 3rd quartile, 

respectively. 
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. Experiment 2: Reality 

.1. Overview 

The purpose of this experiment was to confirm that the exis-

ence of a shadow created by the shadow inducer contributes the

eality of a virtual transparent object. In addition to the dark area

f the shadow, caustics also should be rendered to represent real-

stic shadows of transparent objects. Therefore, it was necessary to

nsure that the factor that improves reality is not only the pres-

nce of caustics, but also shadows. In our experiment, the reality

f the same virtual transparent object was compared under the fol-

owing three conditions: (a) no shadow, (b) caustics only, and (c)

austics + shadow inducer. 

.2. Visual stimulus 

The virtual transparent objects used in this experiment were

 dense glass sphere and a diamond, shown in Figs. 8 and 9 , re-

pectively. The diameters of the sphere and diamond were both

0 mm. The refractive indexes of the glass and diamond were set

o 1.51 and 2.42, respectively. The parameters for the shadow in-

ucers were set as follows: α0 = 0 . 3 and D = 140 mm. The render-

ng methods of the body of the transparent object and the caustics

art shown in Fig. 10 are described below. 

Rendering of Transparent Objects . We used the Microsoft

oloLens as an OST-HMD and modeled the objects on Unity. A

oint light source was placed at (x, y, z) = (0 . 0 , 1 . 0 , 1 . 0) [m] in the

oordinate system whose origin was set at the round point of the

irtual object, as shown in Fig 11 . The specular reflection and re-

raction patterns were realized by the environment mapping of

n omnidirectional image taken from an omnidirectional camera

Magicsee P3) placed at the center of the virtual objects. Both pro-

esses were performed by using a shader written in CG/HLSL in

eal time. Reflection and refraction were rendered by the cubemap

nd refract functions on Unity, respectively. We assumed that the

ight sources for the environment mapping were at infinity, and
oth phenomena occurred only once on the virtual surface in or-

er from the camera. The blending ratio of the reflection to the

efraction was given as the Fresnel reflection coefficient calculated

y Schlick’s approximation. 

Rendering of the Caustics . The caustics rendering was performed

y the path-tracing method on Cycles Render of Blender, as shown

n Fig. 10 (a). This rendering process was offline with the assump-

ion of a static light source. The computation time of this rendering

as approximately 20 minutes on a desktop PC (CPU: Intel Core

7-7700, GPU: Nvidia RTX 2070). Therefore, the participants could

hange their viewpoint but not move the objects or light source.

he sampling number for the path-tracing was 40 rays per pixel,

nd the resolution of the texture was 1980 × 1980 pixels. Instead

f measuring and using the physical luminance of the light source

o generate the caustics, we subjectively adjusted the luminance

o that the path-tracing results were full of texture on the HMD,

ecause it was difficult to present the caustics with the real lumi-

ance due to the insufficient dynamic range of our HMD. The in-

ucer was created based on the method described in Section 3 . The

eal-world texture for the inducer was captured in advance with a

eparate DSLR camera (Canon EOS Kiss X8i) instead of the user-

erspective camera. 

.3. Environment, procedure, & instructions 

The design of the experimental environment is shown in Fig. 11 .

he lighting conditions were the same as in a typical office room.

he distance between each participant and the virtual object was

et as approximately 1,500 mm so that the virtual object appeared

n the FOV of the HMD. We instructed each participant to stand at

he designated position, and they were allowed to move their head

reely within the natural range. 

Each participant agreed with the purpose of this experiment

nd had a corrected visual acuity of 1.0 or more. The participants

ere 23 people in their 20s with no eye abnormalities. None had

articipated in Experiment 1. All the participants had experienced

oloLens. 
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Fig. 8. Virtual glass sphere on a real wood grain face. 

Fig. 9. Virtual diamond on real irregular stone tiles. 
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(a) Result of path-tracing. (b) Caustics. (c) Shadow inducer. (d) Caustics + Shadow inducer.

Fig. 10. Rendering of the caustics and shadow inducer. 

Fig. 11. Design of the experimental environment. 
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2 The 26th IEEE Conference on Virtual Reality and 3D User Interfaces, a top con- 

ference on virtual and augmented reality. 
In order to inform the participants as to where the virtual ob-

ects appeared, we showed a white dummy cube at the same place

n which the sphere/diamond would appear. After each participant

ound the cube, they compared every pair of the three conditions

n randomized orders. They were allowed to move their heads

reely to observe the virtual object, but were not allowed to walk

r move from the designated position. 

The procedure for comparing a pair of combinations was as fol-

ows. The first object appeared for 3.0 seconds, disappeared for 2.0

econds, and then the second object appeared for 3.0 seconds. Af-

er observing each pair, each participant answered to the question:

hich object looked like a real dense glass sphere/diamond placed

n a flat surface? The participant chose ”the former” or ”the lat-

er” as the one that looked more realistic. Each participant com-

ared six pairs in total, including reverse-ordered pairs to counter-

alance any possible order effects. 

In addition, we provided a small questionnaire to obtain open

omments from the participants. We mapped the comparison re-

ults to the unified scale using Thurstone’s paired comparison

ethod (Case-V) and performed Mosteller’s χ2 test [35] of a sig-

ificance level of 5%. 

.4. Results 

Figs. 12 (a) and (b) show the results for the glass sphere and

iamond, respectively. The horizontal axis indicates the psycholog-

cal scale of the extent to which the virtual objects looked real. The

ignificance of the results (a) and (b) were confirmed as ( χ2 (1) =
 . 10 × 10 −6 , p = . 00 ) and ( χ2 (1) = 0 . 95 × 10 −6 , p = . 00 ), respec-
ively. Each graph illustrates the following findings: 1) that the vir-

ual object with the caustics was more realistic than that without

ny shadow effects, and 2) that the virtual object with the caustics

nd shadow was more realistic than the others. 

For the glass sphere, we obtained open comments from 16 out

f 23 people. The comments by 13 of them were almost the same

n that the object with both the caustics and shadow inducer ap-

eared to be the most realistic. Two of the 16 answered that the

hadow inducer looked unnaturally bright and did not look like

hat of a transparent object. One said that the caustics and shadow

nducer did not look like a shadow that a transparent object cre-

tes. 

For the diamond, 18 out of 23 people answered open com-

ents. The comments by 14 of them were almost the same in that

he object with both the caustics and shadow inducer appeared

o be the most realistic. Fourteen participants stated that the vir-

ual diamond with the shadow inducer looked like the most real-

stic one. Two answered that the shadow inducers were too con-

picuous and did not look like a real shadow. One said he/she did

ot know how a diamond shadows on the ground. One selected

he virtual object without the shadow every time because none of

hem looked a shadow. 

.5. Discussion 

As shown in the results, we have confirmed shadow induc-

rs have the effect of improving the reality of transparent objects.

hese results demonstrate there are at least a few cases where the

hadow inducers can improve the reality of the virtual objects even

hough the objects must be rendered carefully photometrically. It

s likely that the same effects can be achieved in more diverse en-

ironments and conditions, since we had not intentionally created

nrealistic and rarely occurring experimental conditions. Kawabe’s

xperiments showing that the presence of shadows improves the

eality of transparent objects also supports our hypothesis [36] .

ur results may potentially change the mind of people who think

hat realistic rendering is impossible in OST-HMDs without SLMs

nd OST-HMDs are only suitable for the applications using non-

hotorealistic virtual objects. This is not inconsistent with the fact

hat in the demonstration of our system in the international con-

erence IEEE VR 2019 2 , at least 90 out of approximately 130 partic-

pants commented that the reality was higher than they had imag-

ned. 

On the other hand, there were several comments that did not

upport our hypothesis, as mentioned above. Although the spe-

ific causes of these comments need to be further explored, there
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(a) Glass sphere.

(b) Diamond.

Fig. 12. Results of (a) glass sphere and (b) diamond. 
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are some possible explanations. First, the accuracy of tracking was

insufficient, and the texture overlaid on the floor surface may

have shifted in some cases. This time, we relied on the tracking

function of the HoloLens. Empirically, registration errors of about

1 cm frequently occurred, and the tracking became stable even

with these errors. When the participants or we found this kind of

mis-registration, we reset and adjusted the world coordinate sys-

tem by keyboard input. However, we cannot discard the possibility

that some participants observed the virtual object without noticing

small misalignment. 

Second, the shadow edge might have been too sharp compared

to the surrounding shadows, because the method assumed a point

light source to generate the shadow region. This was also pointed

out by the participants many times in the IEEE VR 2019 demo.

The reason we used a point light source was to maximize the

brightness contrast effect. If there are real shadows with a large-

width gradation, sharp edges of virtual shadows obviously decrease

the reality. Therefore, there is a trade-off between enhancing the

brightness contrast and improving the reality. We need to inves-

tigate the relationship between the light source size and contrast

effect. 

Third, when the real background of the virtual object was very

textured or bright as shown in Fig. 8 (middle row), the background

image was prominent. It is possible that the effect of the reality

improvement by the shadow decreases accordingly. Therefore, the

virtual objects are required to be arranged so as not to do so. Ex-

tending to OST-HMD a rendering method based on the visibility of

both the background and foreground textures may be a possible

remedy [37] . 

In summary, we can conclude that presenting shadow inducers

has the effect of improving the reality of virtual objects in various

cases, even though the virtual objects require photo-realistic ren-

dering. Further investigation is necessary to determine the effective

range and conditions. 

6. Limitations 

Materials and Colors of the Ground We did not exhaus-

tively investigate the kind of material and color of the ground

to represent dark shadows without noticing the existing of the

shadow inducer. From our experiences, we found that the shadow

inducer works better on patterns with less regularity because the
egularity makes it easier for users to predict which parts of the

round were brightened compared to the original brightness of

he surface. This expectation is consistent with the comparison

esults of dimming rates in Fig. 7 (b). 

Amplification by Shadow Inducer The conspicuousness of the

hadow inducers in this paper is mainly a matter of our photog-

aphy. We presented the virtual sphere in Fig. 9 to more than

0 people who had never experienced HoloLens, all of whom no-

iced the presence of shadows but did not notice the presence

f the shadow inducer until they were briefed. However, there

s so far no experimental evidence to show how much needs

o be amplified or what is the optimal value of the parameter

 for the shadow inducer. We believe that this problem can be

olved by using a mathematical visual model of brightness induc-

ion because such visual models [38,39] can potentially predict the

erceived darkness and gradient when given an arbitrary visual

timulus. 

Boundary of Overlay FOV If the shadow inducer protrudes from

he overlay FOV, an unnatural gap will appear at the edge of

he overlay FOV. This gap can be thought to reduce the effect of

hadow induction. This is an obvious weakness of our method if

he overlay FOV is narrow. One possible solution is to make the

oundaries of the overlay FOV unobtrusive by adjusting the gradi-

nt width D of the shadow inducer. However, this approach would

ndoubtedly reduce the effect of shadow induction. 

Lighting Environment As described in Chapter 3, our method

heoretically assumes that the illumination environment can be

btained and that the dominant light source can be approximated

y a point light source. In our experiments, the position of the

ight source was given manually, and the environment map was

btained with an omnidirectional camera. Such a simple method

ay be useful in an environment where the light source is con-

rolled, such as an exhibition space. 

Capturing Real Environment Our method is based on the as-

umption that the real environment can be preliminary modeled to

ender the user-perspective images or the user-perspective images

an be captured by cameras located near the positions of the eyes.

owever, it is difficult to capture images and overlay them in real

ime with a level of error that the user does not notice. In partic-

lar, there is currently no solution under the following conditions:

he real surface near the shadow inducer has a specular reflection

roperty, the real surface has complex shapes that are difficult to
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Table 1 

ND filters used for image acquisitions. 

Virtual object Transmittance ratios of ND filter(s) 

Glass Sphere 100% 

Diamond 100%, 50%, 25%, 12.5% 

Plastic bottle 50%, 25%,12.5%, 6.25% 

Wine glass 100%, 50%, 25%,12.5% 

Glass dish 50%,25%,12.5%, 6.25 
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epresent with polygons, or the real environment including illumi-

ations changes dynamically. 

. Conclusions 

In this paper, we have presented the evidence of two kinds of

ffects caused by virtual shadows based on brightness inductions

in which a shadow perception is created by a brighter virtual ob-

ect, the shadow inducer, placed around the shadow region). The

egion in a virtual shadow is perceived as darker than that in the

on-overlaid outmost region even if both regions have almost the

ame luminance. Shadow inducers are capable of presenting weak

hadows under the restriction that the shadow inducer keeps its

nconspicuous appearance. There are multiple cases where shadow

nducers improve the reality of virtual objects which are required

o be rendered with multiple optical phenomena including shad-

ws. Those facts show the feasibility of shadow inducers for optical

ee-through head-mounted displays without spatial light modula-

ors. 

Future work will include generation of the optimal shadow in-

ucer based on predicting perceived images by a mathematical

odel of brightness induction [38,39] . By automatic generation of

he optimal shadow inducers, it can be expected that the empiri-

al parameters to render shadow inducers will be reduced and the

ffects of shadow induction will be maximized. 
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pendix: Image Acquisition Method 

A part of the images of the real scene including the virtual ob-

ect shown in this paper were synthetic images generated from

ultiple real images with different exposures taken at the same

iewpoint, because the dynamic range of our camera was insuffi-

ient to take augmented scenes. This section summarizes the de-

ailed methods for image acquisition. For both experiments, all

he real images containing virtual objects were taken through an

ST-HMD (Microsoft HoloLens) with a digital video camera (Point

ray Research Flea 3). For Experiment 1, we carefully adjusted the

rightness of the real scene and the virtual object and the shutter

peed of the camera, then we succeeded in obtaining images of

he virtual objects by single shots to avoid too much saturation. In
his method, the virtual object must have the same level of bright-

ess as the real scene and cannot be applied to scenes of trans-

arent objects including high-brightness specular reflections and

austics. For Experiment 2, according to need, we obtained mul-

iple images using neutral-density (ND) filters with different trans-

ittance ratios and converted them to one merged image by Expo-

ure Fusion [40] , assuming a fixed camera position. Table 1 shows

he transmittance ratios of the ND filters we used for each scene. 
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